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Abstract 
 
High order compressors play a specific role in 

realizing high speed multipliers. By increasing the 
demand for fast multiplication process, high order 
compressors have attracted many researchers to this field.  
In this paper a new implementation for 7:2 compressors, 
based on the conventional architecture, is proposed. 
According to the results, the design presented achieves a 
remarkable improvement in terms of speed (especially in 
low voltages) and power consumption over the best 
counterpart. This accomplishment is the direct result of 
shortening the critical delay path in the proposed circuit 
design. As the simulation results demonstrate, the 
structure presented here has improved the power 
consumption from minimum 0.07 % (at supply voltage =  
3.5 volt) through maximum 11% (at 1.2 volt), and the 
speed of the circuit from minimum 19 % (at 3.5 volt) 
through maximum 23 % (at 1.2 volt). HSPICE is the 
circuit simulator used, and the technology being used for 
simulations is 0.25μm technology. 
 
1. Introduction 

 
The speed of multipliers is a critical issue in 

determining the performance of microprocessors. 
Microprocessors use multipliers within their arithmetic 
logic units, and digital signal processing systems require 
multipliers to implement DSP algorithms such as 
convolution and filtering. The demand for high-speed 
multipliers is continuously increasing. The fast 
multiplication process consists of 3 steps: partial product 
generation, partial product reduction and final carry-
propagating addition. Various recoding schemes are used 
to reduce the number of partial products. Compressors 
have been widely used for reduction process which 
usually contributes the most to the delay, power and area 
of the multiplier. To achieve a better performance, the use 
of higher order compressors instead of conventional 
compressors, e.g. 3:2 compressors, have been considered. 

The reduction process finally results in a 2-row matrix, 
and then a high speed adder is used to get the final result 
from the two rows [4]-[13].  

In this paper a new implementation based on the 
conventional 7:2 architecture is proposed to be used for 
fast multiplication or multiple addition applications. The 
proposed 7:2 compressor and the most efficient contender 
have been simulated using HSPICE 0.25um technology. 
The results show a drastic improvement, as will be 
discussed later.  

Previously, 3:2 compressors were used to reduce the 
partial product matrix; each reduces the number of inputs 
by a factor of 3:2. Thereafter, for the purpose that the 
compression rate might be increased, other higher order 
compressors have been developed. This attempt has 
yielded a faster partial product compression than the use 
of 3:2 counters. 
 
2. Previous works 

 
Taking a brief look at 7:3 compressors, which have 

stabilized a known position in related designs and 
provided the basis for our work, indicates that a typical 
realization uses four 3:2 counters, involving a critical path 
delay of 5 XORs and the compression ratio of 7/3 (which 
is much more than 3:2 counters). 

Before the new implementation method for 
unconventional advanced compressors was introduced by 
[1], 7:2 compressors were realized using common 
methods, which involved a critical path delay of 7 XORs. 
Figure 1 shows this realization. The architecture uses 5 
full adders combining 11 equally weighted bits to produce 
6 bits: one (the sum) with weight of n, one (the carry) 
with weight n+1, and four additional carry out bits to the 
one greater significant cell with weight n+1 [1], [2].  

In [1], a new implementation based on the idea of 
sending/receiving carry signals to/from more than one 
lower/greater significant cell was suggested, which not 
only reduced the number of stages required to eliminate 
carry propagation, but also halved the interconnections 
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resulting in less silicon area. Figure 2 depicts how a 7:3 
compressor can be transformed to a 7:2 compressor by 
this method.  

As might be evident, a 3:2 counter has been dragged 
from the final addition stage to the stage above, merging 
two stages at the expense of increasing 4 carry inputs and 
outputs connections. Although, the advantage of 
producing two outputs simultaneously is worth this 
drawback. This implementation has also 7 XORs delay. 

Figure 3 illustrates a more detailed block diagram of the 
mentioned 7:2 compressor, the equations of which are 
written below: 

 
 
 
 
 
 

(1) 
 
 
 
 
 
 

 
3. Design of a new 7:2 compressor 

 
By using the conventional 7:2 architecture as basis and 

changing its internal equations as follows, our proposed 
implementation (Figure 4) could achieve a better 
performance. In our novelty the critical path delay equals 
6 XORs, which means the overall delay is reduced by one 
XOR as compared to the conventional counterpart. 
Applying the following changes to the above equations 
reduces the relation between the sum and carry generating 
trees and thus causes. 
 

 
 

(2) 

 

 

Once again, changing the internal equations yields a 
new realization with a 6 -XOR delay.  

In [3] another structure has been disclosed, the critical 
path delay of which equals 7XORs (Figure 5). As seen, 
the counters in each gray polygon build a 4:2 compressor. 
 Comparing the proposed implementation with this 
architecture (Figure 5) indicates that our implementation 

has less interconnections and XOR delays. It moreover 
reduces the number of stages required for eliminating 
carry propagation delay from 3 stages to 2. 

 
4. Choosing basic circuits 

 
As clearly illustrated, all implementations have XORs 

and MUXs on their critical path. 
 

 
Figure 1. Common 7:2 compressor architecture ( 7∆ ) 

 

 
Figure 2. 7:2 compressor, conventional architecture ( 7∆ ) 

 
Hence, these blocks must be implemented efficiently. 
After investigating different implementations of XOR and 
MUX gates, the following choices have been made 
according to the simulation results for computing power-
delay product, drivability and silicon area (Figure 6, 7) 
[14]-[19]. 
 
 
 
5. Simulation results 

 
Hereafter, the proposed design and the best counterpart 

(the conventional structure) are simulated and compared. 
Our simulation structure is shown in Figure 8. According 
to the simulation setup, 3 maximum delay probable paths 
exist with respect to the input patterns, 2 of them are 
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shown in the figure, and the third one is the path from the 
inputs to the outputs. As previously mentioned, in the new 
architecture the number of stages required to eliminate 
carry propagation delay is two. However, a three 
cascading 7:2 compressor model is used due to sending a 
carry output to two greater consequent cells. 

The following performance criteria are considered in 
evaluation of simulated 7:2 compressors, which are the 
average power consumption, critical delay path and 
power-delay product (Figure 9). Table 1 and 2 show the 
results. Simulation curves also indicate the superiority of 
the proposed realization to its rival. 
 

 
Figure 3. 7:2 compressor, conventional gate level 
architecture ( 7∆ ) 
 

 
Figure 4. Proposed 7:2 compressor ( 6∆ ) 

 

4:2  comp. 

 

Figure 5. 7:2 compressor, [3] architecture ( 7∆ ) 
 

 
Figure 6. Selected multiplexer (DPL) 
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Figure 7. Selected carry generator 

 

 
Figure 8. Simulation setup 

 
Table 1. Number of delay stages 

Proposed 
architecture 

conventional 
architecture  

6 ∆  7 ∆  
No. of 
Stages 

 
Table 2. Evaluation of the proposed 7:2 compressor 

Max. 
(1.2v) 

Min. 
(3.5v)  

11 % 0.07 % Improvement in 
power consumption 

23 % 19 % Improvement in 
speed 

 

 
Supply voltage 

Figure 9. Power consumption, delay and power delay product curves 
 
 

6. Conclusion 
 
In this paper a novel circuit realization for 

7:2compressor has been proposed and compared to the 
optimal counterpart. According to the results, a 
remarkable improvement in terms of power consumption 
(especially in low voltages) and speed is achieved. As the 
simulation results demonstrate, the structure presented 
here has improved the power consumption from minimum 
0.07 % (at supply voltage = 3.5 volt) through maximum 

11 % (at 1.2 volt), and the speed of the circuit from 
minimum 19 % (at 3.5 volt) through maximum 23 % (at 
1.2 volt). The simulations have been performed by 
HSPICE simulator, in 25μm technology. 
 
7. Reference 
 

[1] Israel Koren, Computer Arithmetic Algorithms, 2nd 
Edition, A. K. Peters, Natick, MA, 2002, ISBN 1-
56881-160-8. 

7:2 7:2 7:2 

Power Delay Product - PDP 

Conventional architecture 

Proposed architecture 

Delay (s) 

Conventional architecture 

Proposed architecture 

Average Power Consumption 

Conventional architecture 

Proposed architecture 

477



[2] Parhami B., Computer Arithmetic: Algorithms and 
Hardware Designs, Oxford University Press, 2000. 

[3] G. Goto, et al., “A 4.1-ns Compact 54×54-b 
Multiplier Utilizing Sign-Select Booth Encoders,” 
IEEE Journal of Solid-State Circuits, vol. 32, no. 
11, pp. 1676-1681, Nov. 1997. 

[4] U. Ko, P.T. Balsara, W. Lee, “Low-Power Design 
Techniques for High Performance CMOS Adders,” 
IEEE Transactions on VLSI Systems, vol. 3, no. 2, 
pp. 327-333, June 1995. 

[5] H.T. Bui, A.K. Al-Sheraidah, Y. Wang., “Design 
and Analysis of 10-transistor Full Adders Using 
Novel XOR-XNOR Gates,” Technical Report, 
Florida Atlantic University, October 1999. 

[6] A.P. Chandrakasan, S. Sheng and R.W. Brodersen, 
“Low-Power CMOS Digital Design,” IEEE 
Journal of Solid-State Circuits vol. 27, no. 4, pp. 
473-483. 

[7] D. Radhakrishnan, “Low-voltage low-power 
CMOS full adder,” Proc. Inst. Elect. Eng., Circuits 
Devices Systems, vol. 148, no. 1, pp. 19–24, 2001. 

[8] A.M. Shams, M.A. Bayoumi, “A structured 
approach for designing low-power adders,” Proc. 
31st Asilomar Conf. Signals, Systems Computers, 
vol. 1, 1997, pp. 757–761. 

[9] A.M. Shams, M.A. Bayoumi, “A novel high-
performance CMOS 1-bit full-adder cell,” IEEE 
Transactions on Circuits & Systems. II, vol. 47, pp. 
478–481, May 2000. 

[10] A.M. Shams, T.K. Darwish, M.A. Bayoumi, 
“Performance analysis of low-power 1-bit CMOS 
full adder cells,” IEEE Transactions on VLSI 
Systems, vol. 10, pp. 20–29, Jan. 2002. 

[11] N. Zhuang, H. Ho, “A new design of the CMOS 
full adder,” IEEE. Journal of Solid-State Circuits, 
vol. 27, no. 5, pp. 840- 844, May 1992. 

[12] Abu-Shama and M.A. Bayoumi, “A new cell for 
low power adders,” Proc. lot. Midwest Symp. 
Circuits & Systems, pp. 1014-1017, 1995 

[13] A.A. Fayed, M.A. Bayoumi, “A Low Power 10-
Transistor Full Adder Cell for Embedded 
Architectures,” Proc. IEEE Symp. Circuits & 
Systems, vol. 4, pp. 226- 229, Sydney, Australia, 
May 2001. 

[14] R. Zimmermann, W. Fichtner, “Low-Power Logic 
Styles: CMOS versus Pass-Transistor Logic,” 
IEEE Journal of Solid-State Circuits, vol. 32, no. 
7, pp. 1079-1089. 

[15] J. Gu and C. H. Chang, “Low voltage, low-power 
(5:2) compressor cell for fast arithmetic circuits,” 
Proc. IEEE Int. Conf. Acoustics, Speech, Signal 
Processing, vol. 2, pp. 661–664, 2003. 

[16] J. Gu, C.H. Chang, “Ultra Low-voltage, low-power 
4-2 compressor for high speed multiplications,” 
Proc. 36th IEEE Int. Symp. Circuits & Systems, 
Bangkok, Thailand, May 2003. 

[17] K. Prasad, K.K. Parhi, “Low-power 4-2 and 5-2 
compressors,” Proc. of the 35th Asilomar Conf. on 
Signals, Systems and Computers, vol. 1, pp. 129–
133, 2001. 

[18] R. Zimmermann, W. Fichtner, “Low-Power Logic 
Styles: CMOS versus Pass-Transistor Logic,” 
IEEE Journal of Solid-State Circuits, vol. 32, no. 
7, pp. 1079-1089. 

[19] C. Nagendra, M.J. Irwin, R.M. Owens, “Area-time-
power tradeoffs in parallel adders,” IEEE 
Transactions on Circuits & Systems II, vol. 43, pp. 
689–702, Oct. 1996. 

478


