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A B S T R A C T   

Project risks are mostly considered to be independent in risk management, ignoring interdependencies among 
them, which can lead to inappropriate risk assessment and reduced efficacy in risk treatment. This study in-
troduces a new Monte Carlo simulation-based risk interdependency network model to support decision makers in 
assessing project risks and planning risk treatment actions more effectively. The Interpretive Structural Modeling 
method is integrated into this model to develop a hierarchical project risk interdependency network based on 
identified risks and their cause-effect relationships. The Monte Carlo method is used to model the stochastic 
behavior of risk occurrence and to generate numerous possible risk scenarios through simulation. To evaluate 
single risks and overall project risk level while considering risk interdependencies, five major risk indicators are 
therefore proposed, namely simulated occurrence probability of a risk, simulated local and global influence of a 
risk, as well as total risk loss and total risk propagation loss of a project. An additional sensitivity analysis is also 
included to examine the effects of input uncertainties of this model on risk assessment results. Moreover, two 
case studies are provided to demonstrate the application and effectiveness of the proposed model. The findings 
accentuate the significance of considering risk interdependencies in project risk assessment and validate the 
model's robustness and feasibility in risk management of projects with complex interrelated risks.   

1. Introduction 

Project risk is defined as “the effect of uncertainty on objectives” [1] 
or “an uncertain event or condition that, if it occurs, has a positive or 
negative effect on one or more project objectives” [2]. If project risks 
cannot be managed effectively and efficiently using a systematic 
approach, it is hard to achieve project objectives. Throughout a project 
life cycle, a risk management process mainly comprises risk assessment 
(involving risk identification, risk analysis, and risk evaluation), risk 
treatment, and risk monitoring and review. Among these phases, risk 
assessment is the essential activity that allows decision makers to 
develop an overall risk perception of a project and therefore to make 
appropriate risk response decisions proactively [3]. In a real-life project, 
risks are often interrelated by complex and varied cause-effect re-
lationships [4] where a risk is likely to trigger the occurrence of one or 
more other risks [5,6]. Such risk interdependencies can therefore cause 
the propagation from one upstream risk to numerous downstream risks, 
or a downstream risk may arise from the occurrence of several upstream 
risks [7,8]. A chain reaction phenomenon or “domino effect” is the 

extreme case of this propagation behavior of risk interdependencies [8]. 
As a result, in order to improve the effectiveness and accuracy of project 
risk assessment (PRA) and predict the emergent behavior of severe risk 
propagation in time, risk interdependencies should not be ignored, 
particularly for the risk management of complex projects. 

PRA is inherently related to risk modeling [9]. The prevailing clas-
sical Probability–Impact (P–I) risk model, assessing project risks 
through their probability of occurrence and corresponding impact on 
project objectives if the risks occur, has been gradually extended and 
incorporated additional parameters to reflect the complexity of PRA 
[4,9,10]. Compared with risk checklists and risk P–I matrix, a risk 
interdependency network (RIN) is more capable of facilitating modeling 
and revelation of complex interdependencies among project risks, where 
nodes and directed edges represent risks and risk interdependencies, 
respectively [11,12]. In a project RIN, the evaluation of a given risk 
varies with the number of the risks which can trigger it, meaning the 
obtained influence of the risk is not always constant due to the stochastic 
behavior of occurrence of interrelated risks [13]. 

There may be risk loops in a project RIN where several risks are in a 
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closed causal path [8,13]. For example, a cost overrun risk – the initial 
risk in a risk loop – may lead to the subsequent occurrence of a technical 
risk which can then influence a project schedule delay, and the original 
risk of cost overrun may reoccur and is further amplified on account of 
the occurrence of the schedule delay risk. Such cases cannot be treated 
adequately using analytical PRA methods. Therefore, it is crucial to 
develop intelligent risk modeling methods that can provide more 
objective, repeatable, and visible decision-making support for project 
management. 

In this work, we explore a decision-support system using a 
simulation-based approach to assess project risks and further support 
making risk treatment decisions while taking into account risk in-
terdependencies. Only the project risks with negative effects are 
considered in this paper. Specifically, after project risks and their cause- 
effect relationships are identified, the Interpretive Structural Modeling 
(ISM) method is used to present complex project risk interdependencies 
within a hierarchical RIN. Then, in one of the main contributions of this 
work, a new Monte Carlo simulation (MCS)-based RIN model is devel-
oped to evaluate project risks, which has addressed the two aforemen-
tioned intractable problems of analytical risk models, namely the 
stochastic behavior of risk occurrence and risk loops in a project RIN. 

When conducting the PRA, the inputs to the proposed MCS-based 
RIN model are: risk spontaneous probability (SP) (i.e., the occurrence 
probability of a risk, ignoring the influence of all other risks and their 
cause-effect relationships), risk transition probability (TP) (i.e., the 
probability that one risk can trigger another risk inside the RIN), and the 
risk impact on project objectives (IO). The main outputs of the proposed 
simulation model are five newly developed risk indicators: risk's simu-
lated occurrence probability (SOP), simulated local influence (SLI), and 
simulated global influence (SGI); as well as a project's total risk loss 
(TRL) (i.e., the project's total risk influence at the local level), and total 
risk propagation loss (TRPL) (i.e., the project's total risk influence at the 
global level). 

Additionally, a sensitivity analysis is embedded into the simulation 
model to examine the effects of input uncertainties on the outputs. These 
PRA results obtained from the simulation model, together with the risk 
categorization in terms of source risk, transition risk, and accumulation 
risk determined based on risks' input and output links in the RIN, can 
support decision makers in planning more effective and comprehensive 
risk treatment actions. The development of these new risk indicators 
that can be used for PRA and risk treatment is another main contribution 
of our work. 

The remainder of this paper is structured as follows. Section 2 pro-
vides an overview of the existing research on modeling project risks. 
Section 3 introduces the process of developing the proposed MCS-based 
RIN model for assessing project risks and planning risk treatment ac-
tions. Applications of this model and corresponding computational re-
sults through two case studies are demonstrated in Section 4. The 
implications of this study are discussed in Section 5, and conclusions and 
future research directions are presented in Section 6. 

2. Related works 

This section briefly reviews the literature of existing methods for 
project risk modeling and assessment mainly from three aspects: (i) 
conventional analytical PRA methods, (ii) analysis of risk in-
terdependencies in project risk management, and (iii) MCS-based PRA 
methods. Respective research gaps of each strand, to be addressed in this 
work, are also summarized in a separate sub-section. 

2.1. Conventional analytical PRA methods 

As a project attribute, risks are generally characterized in terms of 
their probability (P) of occurrence and corresponding impact (I) on 
project objectives [1,2,4,14]. The risk criticality (RC) indicator has been 
widely recognized as an aggregate measure of risk importance, often 

defined as the multiplication of evaluated values of P and I [14–16]. 
Decision makers usually develop a two-dimensional risk matrix 
combining P and I ratings to assess individual risks and categorize risks 
in a project [2,17,18]. Efforts have increased for improving the P–I risk 
model and more analytical PRA methods are proposed to handle risks in 
increasingly complex projects. Fuzzy Set Theory (FST) is introduced to 
deal with ambiguous, subjective and imprecise judgments of decision- 
making during the PRA [3]. As an application of the FST, Fuzzy Syn-
thetic Evaluation (FSE) method aims to provide a synthetic evaluation of 
an object relative to an objective in a fuzzy decision environment with 
multiple criteria, which has been adopted to develop several PRA 
models [19,20]. Some other Multi Criteria Decision Making (MCDM) 
methods are commonly used for assessing project risks, such as 
Analytical Hierarchy Process (AHP) [21] and Technique for Order 
Preference by Similarity to Ideal Solution (TOPSIS) [22], which are 
effective in facilitating decision maker's personal judgement in quanti-
fying relative priorities of decision alternatives. However, the major 
weakness of these conventional analytical PRA methods is that they fail 
to consider interdependencies among project risks in PRA. Nonetheless, 
the concept of the P–I risk model still dominates in the risk manage-
ment field and has laid a foundation for improvement and generation of 
more effective PRA methods [9]. 

2.2. Analysis of risk interdependencies in project risk management 

From a project complexity-based perspective, more systematic and 
sophisticated PRA methods have been explored to represent and model 
risk interdependencies. Several methods are used to identify causes and 
effects of a single risk. For example, Failure Modes and Effect Analysis 
(FMEA) is a systematic approach appropriate for identifying different 
modes of failure and evaluating associated risks based on the values of 
risk priority number [23]; Fault Tree Analysis (FTA) is employed to 
construct failure dependencies in a tree form through logical ‘AND’ and 
‘OR’ gates, which provides a good sketch of root-causes and cause-effect 
relationships of the particular risk analyzed [24]. These methods are 
mainly criticized for their inability to model complex interdependencies 
among project risks [25]. 

Further, network structure, which can represent the causal re-
lationships among project risks, is gradually applied to the analysis of 
project risk interdependencies, and some specific methods have been 
proposed. The Analytic Network Process (ANP) considers pairwise 
comparisons of risks and is able to capture possible causal relationships 
between clusters (group-risks) as well as among elements (sub-risks) 
within a cluster [26,27], but a large number of comparison matrices 
would be required especially for complex projects. The Bayesian Belief 
Network (BBN) is a probabilistic model that can visualize uncertain 
knowledge and perform efficient reasoning given a directed acyclic 
graph which represents the network structure and an associated set of 
conditional probability tables [3,28]. The BBN has gained much popu-
larity in the PRA due to its robust theoretical framework and the ability 
to capture uncertainty and to update beliefs when new information 
becomes available [18,29]. As an example, Hu et al. [28] proposed a 
BBN-based model with causality constraints for better risk analysis and 
control of software development projects. Nevertheless, Marle and Vidal 
[4] pointed out that the BBN demands for oriented links and is acyclic 
inherently so that it is incapable of modeling some aspects of risk 
network complexity, such as loops, chain reactions or non-linear cou-
plings. Therefore, they explored the potential applications of Design 
Structure Matrix (DSM) principles and defined a binary risk structure 
matrix to represent project risk interactions. AHP-based principles were 
then used to build a risk numerical matrix considering both causes and 
effects for catching the strength of these risk interactions. This approach 
to modeling complex risk interdependencies has inspired many later 
studies on project management [7,8,11,12,14,25,30]. Moreover, some 
other network-based methods have also been incorporated into project 
risk management to improve the modeling of risk interdependencies. 
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Structural Equation Modeling (SEM), as a statistical method, can 
recognize complex interrelations among observed or latent variables 
[30,31]. One of the noteworthy efforts of risk modeling in this regard is 
the risk-path model developed by Eybpoosh et al. [31] in which both 
measurement and construct models were used, where measurement 
model provides the relationships between each risk (the observed vari-
able) and its respective risk category (the latent variable), while the 
construct model estimates the structural relationships among the vali-
dated risk categories. They demonstrated that a network of diverse 
interactive risks consisting of several risk paths and vulnerability factors 
can better reflect the complex nature of multiple risk sources than hi-
erarchical lists in real construction projects, but the SEM cannot be used 
to assess the probability of the occurrence of risk paths unless being 
improved by combining with probabilistic techniques. Additionally, 
only the interdependencies among risk categories are presented in the 
SEM, which ignores cause-effect relationships among individual risks 
with a risk category. 

Social Network Analysis (SNA) is typically concerned with analyzing 
the structure and pattern of relationships among system components. 
Analyzing the patterns and/or structure of an interrelated risk network 
assists to investigate the influence of overall risk cause-effect relation-
ships on individual risks. However, using SNA alone cannot reveal the 
uncertainty issues and dynamics of the risk network [12,32]. In addi-
tion, although the critical project risks and their interactions can be 
determined by the SNA indicators, their probability and influence level 
cannot be reflected from a whole network view [32]. 

Interpretive Structural Modeling (ISM), an interactive learning pro-
cess aiming to identify complex interrelationships among elements of a 
system, has the advantage of structuring all the interrelated elements 
into a comprehensive systematic model, either directly extracted from 
the responses of participants or by the application of transitive inference 
[33,34]. The ISM has been used in many recent studies on modeling of 
project risk interdependencies [6,35–37]. For instance, Guan et al. [6] 
constructed a hierarchical network structure based on the ISM method 
to illustrate cause-effect relationships among project constraints, risk 
factors, and project objectives of green building projects. Critical risk 
factors and constraints were then determined by calculating their 
importance to project objectives based on influence transmission 
through network paths. The main limitation of ISM is its inability to 
evaluate the strength of interdependency between interrelated elements 
[35]. 

Compared with analyzing risks independently in PRA, different kinds 
of risk treatment actions would be formulated when further taking risk 
interdependencies into account [38]. In a project RIN, risks are usually 
categorized into several categories according to their interactions with 
other dependent risks (e.g., being autonomous risk, dependent risk, 
linkage risk, and independent risk in [6], or being source risk, transition 
risk, and accumulation risk in [8]) and therefore, risk treatment actions, 
which focus on the mitigation of risk propagation across a project RIN, 
are devised in accordance to these risks' categories. However, more 
quantitative risk characteristics from PRA results should be considered 
in risk response in addition to qualitative risk categories so as to suffi-
ciently evaluate the effectiveness of alternative risk treatment actions 
and related decision-making. 

2.3. MCS-based PRA methods 

In the context of project management, comprehensive field experi-
mental studies on projects are costly and infeasible and thus, simulation 
is commonly used as an alternative decision-making tool for empirical 
research in decision-support systems [39]. Some simulation-based 
methods have been proposed and applied to PRA, among which 
Monte Carlo simulation (MCS) is the most widely used. The MCS is a 
powerful quantitative technique in making better decisions to solve 
problems in which uncertainty and variability in information have dis-
torted forecasts [40]. It can predict the general outcome of project risks 

given random values of input variables which falls inside a pre-
determined probability distribution after a sufficient number of simu-
lation runs [41]. By using a specified range of values as inputs, MCS 
gives a far-reaching perspective of scenario analysis for decision- 
making. The ability of measuring the stochastic behavior of risk and 
generating statistics of outputs under uncertainty makes MCS a prom-
ising technique among PRA methods. As for some applications of this 
simulation method in PRA, Sadeghi et al. [42] proposed a fuzzy MCS 
framework for risk assessment and cost-range estimation in construction 
projects; Qazi and Simsekler [43] developed a process for prioritizing 
construction project risks based on the MCS that has integrated decision 
maker's risk attitude, uncertainty about risks both in terms of the asso-
ciated P and I ratings, and correlations across risk assessments; and 
similarly theoretically grounded in the framework of MCS, Qazi et al. 
[44] assessed and prioritized sustainability-related risks in sustainable 
construction projects relative to different confidence levels across the 
risk matrix-based exposure zones. However, a major limitation of MCS 
used for PRA is that the individual risks are assumed as independent 
factors, leading to its inability to modeling complex risk in-
terdependencies. To improve the application of MCS to risk interde-
pendency modeling, Wang et al. [5,13] developed a simulation model of 
risk interaction network based on Monte Carlo method to support the 
evaluation of project risk response decisions and proposed new network 
indices using SNA to quantify the significance of risks and risk in-
teractions. Although their research has modeled risks in different pe-
riods of the project life cycle, there is a shortcoming that risk 
interdependencies in a single project period were ignored. 

2.4. Research gaps related to the existing PRA methods and solutions to 
address them 

Overall, the aforementioned studies indicate that sophisticated 
decision-support systems are being devised progressively to facilitate 
the analytical and statistical tools and to handle the growing complexity 
of the PRA, especially the interdependencies among project risks. The 
conventional analytical PRA methods (e.g., FSE [19], AHP [21], and 
TOPSIS [22]) are unable to analyze risk interdependencies, which limits 
their ability to tackle the complexity of risk assessment. The existing 
network-based analytical PRA methods can well structure and visualize 
cause-effect relationships among project risks via a RIN, but they are 
insufficient in modeling the stochastic behavior of project risk occur-
rence (e.g., SNA [12], ANP [26], SEM [30], and ISM [36]) and analyzing 
the risk propagation phenomenon in the RIN with risk loops (e.g., BBN 
[29], and SEM [30]). In contrast, the MCS alone fails to explicitly model 
complex risk interdependencies but it can well capture the stochastic 
behavior of risks through simulation [13,44]. Additionally, existing PRA 
methods usually stop at the risk evaluation phase (e.g., FSE [19], FMEA 
[23], and ISM [36]) with little attention given to planning and evalu-
ating risk treatment actions, leading to less effective project risk treat-
ment in practice. 

This work tries to fill these research gaps by developing an integrated 
decision-support system for PRA in the context of risk in-
terdependencies. A new MCS-based RIN model is thus proposed through 
combining the MCS with the ISM approach, where the ISM is responsible 
for analyzing cause-effect relationships among project risks and con-
structing a hierarchical RIN, and the stochastic behavior of project risk 
occurrence, the variation of RIN, and possible risk loops in the RIN are 
mainly tackled by improving the MCS considering complex risk in-
terdependencies. To the best of our knowledge, the integration of ISM 
and MCS has never been explored in the PRA. In addition, 
interdependency-based risk indicators are devised on the basis of the 
concept of the classical P–I risk model and the risk propagation 
behavior in a RIN, so as to prioritize single risks and evaluate overall 
project risk in PRA and risk treatment phases. 
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3. Proposed decision-support system for PRA 

The framework of proposed decision-support system for PRA in this 
work consists of three main phases: (i) development of a RIN for risk 
identification; (ii) development of an MCS-based RIN model for risk 
assessment; and (iii) planning and evaluation of risk treatment actions. 
Fig. 1 illustrates the three phases and their related inputs and outputs in 
detail. One innovation of the framework is that both direct and indirect 
project risk interdependencies are considered and analyzed using the 
ISM method for risk identification (the first step of PRA), which further 
provides an ISM-based RIN to be integrated with the MCS for risk 
assessment. Moreover, in the second phase, five risk indicators that 

consider risk interdependencies are devised for the comprehensive 
evaluation of each single risk and overall project risk. Further, this 
framework includes preliminary risk treatment in the third phase, which 
equips decision makers with more detailed information in planning and 
evaluation of appropriate risk treatment actions through the risk 
assessment results from the proposed MCS-based RIN model. 

3.1. Development of a project RIN 

3.1.1. Identifying project risks and risk interdependencies 
Identifying project risks should be based on relevant, appropriate, 

and up-to-date information which may come from previous academic 

Fig. 1. The framework of the proposed decision-support system for PRA.  
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research on relevant project risks, historical risk data of similar 
completed projects, and professional opinions on project risks from the 
project team and experts. In addition to the identification of individual 
project risks, the interdependencies (i.e., cause-effect relationships) 
among project risks also need to be further identified so as to construct a 
RIN. Delphi-based approaches can be used to determine the contextual 
relationship with the type of “leads to” or “influences” between each 
pair of identified project risks. The interrelations among project com-
ponents (e.g., work-packages, or tasks) or product components can 
facilitate increasing the accuracy of identifying project risk in-
terdependencies [8]. Besides, different contexts or domains (e.g., qual-
ity, cost or schedule) of the project should be considered because their 
associated risks may have cause-effect relationships. 

3.1.2. Representing a project RIN using ISM method 
To develop a project RIN in a systematic way, the ISM method is 

adopted to present both direct and indirect cause-effect relationships 
among identified project risks. The major advantage of the ISM process 
is that it can transform unclear, poorly articulated mental models of 
systems into visible and well-defined models by considering all possible 
pairwise relations of system elements [37]. In terms of developing the 
contextual relationships among interrelated risks, expert opinions are 
usually used as the evidence along with various management techniques 
such as brainstorming, interviews, and questionnaire surveys [35]. 

First, a binary and square matrix, known as the Structural Self- 
Interaction Matrix (SSIM), is built to represent the identified direct 
project risk interdependencies. Representing the SSIM as A = (aij) n×n, aij 
= 1 if risk i can influence risk j directly, otherwise aij = 0 [6,36]. Next, a 
Reachability Matrix (RM) that incorporates indirect interdependencies 
between risk i and risk j (through intermediate risks) is constructed from 
the SSIM based on the rationale in Eq. (1). The identity matrix (In) in Eq. 
(1) is the n × n square matrix with 1 on the main diagonal and 0 else-
where, represented as In = diag (1, 1, …, 1). 

(A + In)
K− 1

∕= (A + In)
K
= (A + In)

K+1
= M,K = 2, 3, 4,⋯ (1)  

where (A + In)K denotes an intermediate RM with K intermediates, and 
M represents the final RM. Then, project risks can be partitioned into 
levels according to each risk's reachability set (RS (Ri), Eq. (2)), ante-
cedent set (AS (Ri), Eq. (3)), and intersection set (i.e., the overlap of RS 
(Ri) and AS (Ri)) which are obtained from the final RM. Based on Eq. (4), 
if the risks for which the reachability and the intersection sets are the 
same, these risks are considered to occupy the top level of the ISM-based 
hierarchy. Once the top-level risks are determined, they are removed 
from the consideration, and the next top-level risks are then identified 
according to Eq. (4). This step will continue until all the project risks are 
allocated to appropriate levels in the hierarchy. If there are risk loops, 
the risks within the connected loops would be in the same level. More-
over, the risks located in higher levels of the hierarchy tend to influence 
project objectives more directly. 

RS (Ri) =
{

Rj | mij = 1
}
, i = 1, 2,⋯, n; j = 1, 2,⋯, n (2)  

AS (Ri) =
{

Rj | mji = 1
}

(3)  

L = {Ri | RS (Ri) ∩ AS (Ri) = RS (Ri) } (4)  

where Ri and Rj represent project risks, mij and mji denote the value of (i, 
j) entry in the RM, and L is a set of risks determined in each level of the 
ISM-based hierarchy. Finally, after removing the indirect links further 
added in the RM and checking if there is conceptual inconsistency of risk 
interdependencies, the structure of an ISM-based project RIN is estab-
lished, where nodes and directed edges represent the project risks and 
their interdependencies, respectively. 

3.1.3. Evaluating parameters of the project RIN 
From the perspective of a project RIN, the attributes of nodes (i.e., 

the spontaneous probability (SP) and the impact on project objectives 
(IO) of a risk) and edges (i.e., the transition probability (TP) between 
interdependent risks) constitute the parameters of the project RIN. In the 
development of an MCS-based RIN model, the two concepts from the 
classical P–I risk model, namely occurrence probability and impact of a 
risk, are also used. Compared with the classical P–I risk model, the 
occurrence probability of each risk in this work involves two aspects (i. 
e., SP and TP) because of the consideration of risk interdependencies. 
The RIN parameters – SP, TP, and IO – are essential inputs of the MCS- 
based RIN model to obtain the risk indicators for PRA (in Section 3.2.3). 
The values of SP (between 0 and 1) and IO of each risk in RIN are often 
provided based on similar ex-projects and/or project team and expert 
opinions. Similarly, the edges of RIN which are recorded as 1 in the SSIM 
(i.e., aij = 1) can also be assigned with specific values (between 0 and 1) 
to represent TPs. Fig. 2 shows a sample RIN and its equivalent numerical 
matrix, based on the evaluated values of SP and TP. 

3.2. Development of an MCS-based RIN model 

This research proposes a new MCS-based RIN model by combining 
the MCS method with the established ISM-based project RIN. The ad-
vantages of this model for PRA are as follows: (i) the stochastic behavior 
of project risk occurrence and possible risk loops in a RIN are considered 
and modeled; (ii) appropriate risk indicators are devised to evaluate 
single risk and overall project risk level in the context of risk in-
terdependencies; and (iii) the effects of RIN parameter uncertainties on 
risk assessment results are examined using sensitivity analysis, which 
can support the double-checking and proper adjustment of the evaluated 
values of RIN parameters as the model inputs and further improve 
robustness of the model. 

3.2.1. Modeling the stochastic behavior of project risk occurrence 
Monte Carlo method is used in the simulation-based RIN model to 

capture the stochastic behavior of project risk occurrence and then to 
generate numerous risk scenarios during a project life cycle within the 
ISM-based project RIN. In a few existing studies [5,8,13], project risks 
were assumed to occur more than once during one run of a project 
simulation, and simulated risk frequency (may be greater than 1) was 
used to represent the average occurrence of a risk during the project. 
This research, however, from a probability perspective, focuses on 
investigating the occurrence of project risks as well as the resulting risk 
influence on project objectives. Therefore, we make the following 
assumption in the proposed simulation model: the status of risk occur-
rence (occurred or not) for each project risk in the RIN is determined 
once in a single simulation run. 

In the Monte Carlo method, random numbers (RNs) representing 
occurrence probabilities of a risk are generated in the interval (0,1) 
following a certain probability distribution. According to Law [39], the 
common probability distributions for input variables in MCS are usually 
divided into two types: continuous distributions (e.g., uniform, normal, 
exponential, triangular, and beta) and discrete distributions (e.g., Ber-
noulli, geometric, binomial, and Poisson). If a theoretical distribution 
cannot be found to fit the data adequately, a knowledge based on 
empirical approximation ought to be used instead [45]. To improve the 
traditional MCS on modeling risk stochastic behavior based on a 
deterministic range of probability distribution, this work proposes 
calculated occurrence probability (COP) regarding a risk as a dynamic 
threshold to evaluate a risk's occurrence status by comparing generated 
RNs (following a specific probability distribution) with its COP. A risk's 
COP is calculated based on the SP of the risk and TPs from other related 
upstream risks (varied with the dynamic change of RIN in each simu-
lation run) using probability theory, as shown in Eq. (5). 

COPi,t = 1 −

[

(1 − SPi)×
∏m

k=1

(
1 − TPi

k

)
]

,m = 0, 1, 2,… (5) 
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where COPi,t is the calculated occurrence probability of Ri in the tth 

simulation run, SPi represents the spontaneous probability of Ri, m is the 
number of risks that have occurred and can influence risk Ri directly in 
the tth simulation run, and TPk, t

i represents the transition probability of 
the kth link to Ri in the tth simulation run. For example, in Fig. 2, if the 
risks R02, R03, and R06 have occurred in a simulation run, the COP (i.e., 
the threshold) of R05 would be: COP (R05) = 1- {(1–0.5) × [(1–0.6) ×
(1–0.5) × (1–0.3)]} = 0.93. If the risks R03 and R06 have occurred in a 
simulation run while R02 does not occur, the COP of R05 would be: COP 
(R05) = 1- {(1–0.5) × [(1–0.5) × (1–0.3)]} = 0.825. 

Therefore, according to Eq. (6), if a generated RN of risk Ri in the tth 

simulation run (i.e., RNi,t) is no more than its calculated COP (i.e., COPi, 

t), then Ri occurs in this simulation run and its occurrence status mci,t =

1, otherwise Ri does not occur and mci,t = 0. 

mci,t =

{
1,RNi,t ≤ COPi,t
0,RNi,t > COPi,t

(6)  

3.2.2. Incorporating risk loops in the simulation model 
If there are risk loops in a RIN, it is difficult to model such complexity 

and analyze risk propagation influence in the RIN using analytical PRA 
models. To solve this problem, a “hypothesis-test” method is designed 
and incorporated in the proposed simulation model, whose major steps 
in a single simulation run are as follows: (i) making a hypothesis on the 
occurrence status (occur or not) of one or more risks which can influence 
Ri within a loop; (ii) calculating the COP of Ri (COPi) based on Eq. (5) 
and then determining the occurrence status of Ri using Eq. (6); (iii) 
proceeding with the calculation of COP of other risks in the RIN and 
determination of risk occurrence status until a simulation run is 
completed; (iv) testing whether the obtained occurrence status (i.e., 
occur or not) of the risks that are assumed in step (i) is the same with the 
null hypothesis; and (v) keeping the simulation runs with consistent 
results (i.e., the obtained occurrence status of hypothetical risks from a 
simulation run accords with the null hypothesis) and removing invalid 
runs (i.e., the obtained occurrence status of hypothetical risks from a 
simulation run is inconsistent with the null hypothesis). For instance, the 
RIN in Fig. 2 has a risk loop involving R03, R04, and R05. During a 
simulation run, the COP of the source risk R01 (COP1) can be first 
determined (equal to SP1), and if we want to calculate COP3 subse-
quently, the occurrence status of R04 should be hypothesized. After 
completing the simulation run across the RIN, whether the hypothetical 
risk R04 occurs or not can be obtained, which is then compared with the 
null hypothesis before keeping or removing this simulation run. The 
fewer risks to be hypothesized in a RIN with risk loops, the more accu-
rate the simulation results. Fig. A.1 shows the pseudocode of the pro-
posed MCS algorithm for modeling RIN in the proposed decision-support 

system. This algorithm has the flexibility to deal with a RIN with/ 
without risk loops while modeling the stochastic behavior of risk 
occurrence within the RIN. 

3.2.3. Developing risk indicators for PRA 
The simulated occurrence probability (SOP) of each project risk can 

be obtained after the simulation of project RIN with parameters of SP 
and TP, representing how likely a risk is to occur based on all scenarios 
of risk occurrence and considering all direct and indirect risk in-
terdependencies in the RIN. The SOP of Ri (SOPi) is calculated following 
Eq. (7). 

SOPi = n (Ri)/N (7)  

where N is the number of valid simulation runs, and n(Ri) denotes the 
number of occurrence times of Ri in all valid simulation runs. 

The simulation of project RIN will be terminated when the sum of 
squared difference of SOP for all risks between adjacent iteration groups 
is less than a threshold h, as shown in Eq. (8) [8]. The value of h is 
determined based on a convergence diagram (e.g., Fig. 4) during the 
simulation process. For example, as shown in Fig. 4, our results tend to 
converge around the value of 10− 4 for a large number of simulation runs, 
so the threshold h is assigned with 10− 4 in our simulation. Then, the 
appropriate number of simulation runs can be determined. 
∑n

i=1
(∆SOPi)2 < h (8)  

where ∆SOPi indicates the difference of simulated risk occurrence 
probabilities of Ri between adjacent iteration groups of a simulation. 

In addition to each risk's SOP, by involving the evaluated value of 
each risk's IO together with its SOP, another four indicators for quanti-
fying risk influence are proposed, namely, each risk's simulated local 
influence (SLI) and simulated global influence (SGI), and a project's total 
risk loss (TRL) and total risk propagation loss (TRPL). 

The SLIi of Ri can be calculated by multiplying its SOPi and IOi, as 
shown in Eq. (9). The TRL – that is, the project risk influence at the local 
level – is thus calculated in Eq. (10). 

SLIi = SOPi × IOi (9)  

TRL =
∑

SLIi (10) 

Considering both the direct and indirect cause-effect relationships 
among risks across a RIN, the SGIi of Ri can be approximately evaluated 
based on the inducible influence of other risks on project objectives 
owing to the occurrence of Ri, as presented Eq. (11). The TRPL – that is, 
the project total risk influence at the global level – is subsequently 
calculated based on Eq. (12). 

Fig. 2. An example of a RIN with evaluated values of SP and TP in a numerical matrix.  
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SGIi =
∑

SLIi
j −

∑
SLIi

j
' (11)  

where 
∑

SLIji denotes the sum of the SLI of all the risks that could be 
affected by Ri in a RIN (involving the influence from Ri, other risks, and 
factors outside the RIN), and 

∑
SLIji' represents the sum of the SLI of all 

the risks that could be affected by Ri in a RIN when Ri does not occur 
(considering only the influence from other risks and factors outside the 
RIN). 

TRPL =
∑

SGIi (12) 

The proposed risk indicators concerning SOP, SLI, and SGI can be 
used to prioritize project risks, respectively, helping decision makers to 
formulate appropriate risk treatment actions targeting critical risks. TRL 
indicates the total risk loss of a project due to the occurrence of project 
risks, which can give decision makers a perception of risk local influence 
on an overall level of a project; while TRPL represents the risk propa-
gation loss of all the project risks those have occurred, providing deci-
sion makers with a better understanding of risk global influence on an 
overall project risk level. 

3.2.4. Examining the effects of RIN parameter uncertainties on PRA results 
using sensitivity analysis 

There are uncertainties in the PRA when collecting the RIN param-
eters (i.e., SP, TP, and IO) from expert opinions, which may arise from 
different risk attitudes and different levels of expertise. The effects of 
these uncertainties on subsequent PRA results (i.e., the SLI, and SGI of 
each risk, as well as the TRL and TRPL related to the overall project) 
from the proposed simulation model can be examined via sensitivity 
analysis. The results of this sensitivity analysis mainly present two as-
pects: (i) the sensitivity of each risk's SLI/SGI to the variation of the 
values of three RIN parameters, respectively; and (ii) the model's 
sensitivity in terms of a project's TRL and TRPL to the variation of the 
values of three RIN parameters, respectively. These obtained results can 
be used to double-check the evaluated values of the RIN parameters, 
especially for those unstable risks with high sensitivity values and to 
improve the precision of the PRA results from the simulation model. 

3.3. Planning and evaluation of risk treatment actions 

3.3.1. Planning risk treatment actions 
Project risk treatment actions are usually formulated targeting the 

risks with the highest ranking or priority in terms of risk influence, 
which may include avoiding the risk, removing the risk source, reducing 
the risk probability, reducing the risk impact on project objectives, 
sharing the risk through contracts or insurance, retaining the risk by 
informed decision, and etc. [1]. However, the risk prioritization results 
from the classical P–I risk model without considering risk in-
terdependencies may not well support the planning of risk treatment 
actions. In this study, a more structured risk treatment plan can be 
developed given three types of risk rankings based on the proposed risk 
indicators of SOP, SLI, and SGI, respectively, along with three risk cat-
egories (i.e., source risk, transition risk, and accumulation risk) in a 
project RIN. 

Some risk treatment actions, such as reducing a risk's SP, reducing TP 
between interdependent risks, and alleviating a risk's IO can be designed 
for critical risks with high value of SLI. The risks with higher value of SGI 
can cause a wide range of risk propagation across a RIN, so the output 
links of such risks (belonging to source risk or transition risk) to other 
downstream risks should be well controlled. In addition, the risks with 
higher value of SOP but lower value of SP are primarily affected by their 
dependent risks. Thus, the influence of input links to these risks 
(belonging to transition risk or accumulation risk) should be mitigated 
in risk treatment. As a result, a series of appropriate risk treatment ac-
tions that consider the influences of risk interdependencies should be 
designed. 

3.3.2. Evaluating the proposed risk treatment actions 
By means of the risk assessment process conducted by the MCS-based 

RIN model, the risk treatment actions designed in the planning step can 
be evaluated by changing the values of RIN parameters (i.e., SP, TP, and 
IO). After using each risk treatment action, every risk's SOP, SLI, and 
SGI, together with the reduced project's TRL and TRPL can be calculated 
that enables the evaluation of the proposed risk treatment actions' 
effectiveness. 

3.3.3. Decision on risk treatment actions 
This step can support decision makers to select the most effective risk 

treatment action among the proposed alternatives after evaluation. In 
respect to a single risk, the lower the obtained value of its SOP, SLI, and 
SGI, the better the performance of a risk treatment action; while from a 
whole project RIN perspective, the higher of the reduced value of pro-
ject's TRL and TRPL, the better the efficacy of a risk treatment action. 
Therefore, the most effective risk treatment action is the one with the 
highest value of both reduced project's TRL and TRPL while the lowest 
value of SOP, SLI, and SGI for a majority of risks. 

4. Applications and results 

In this section, our proposed decision-support system based on the 
MCS-based RIN model is applied to two case studies. The first sample 
project (from [5]) is related to employing artificial intelligence tech-
nology for predicting medical items, which belongs to a logistics and 
healthcare program. This project has identified a RIN (with risk loops) 
involving 16 risks and 26 direct risk interdependencies. The second 
sample project (from [3]) is a high-speed railway project in Turkey 
through an Engineering, Procurement and Construction agreement. Its 
RIN (without risk loops) has 91 risks (including a top risk: the project 
failure) and 111 direct risk interdependencies. Due to the length of this 
paper, the results of all three phases of the proposed decision-support 
system are displayed in detail using the first sample project (in Sec-
tions 4.1–4.3), while the second sample project is used only for the 
evaluation of risk treatment actions (in Section 4.3). The results of these 
two different sample projects demonstrate the flexibility and effective-
ness of the proposed MCS-based RIN model for PRA. The simulation 
model was implemented in MATLAB R2017b on a Windows 10 PC with 
Intel® Core™ i7–6700 CPU at 3.40 GHz and 16.0 GB of RAM. 

4.1. RIN modeling 

The risk-related data for the first sample project, including identifi-
cation of project risks and possible direct interdependencies between 
each pair of risks, as well as the evaluated values of project RIN pa-
rameters (i.e., SP, TP, and IO (denoted by cost in this case study) for each 
risk), were obtained directly from [5]. These data were originally 
collected by a primary project member who oversaw the project plan, 
implementation, and risk management. Then, a two-level hierarchical 
structure of an ISM-based project RIN was established based on Eq. (1)– 
(4). Table 1 shows the identified project risks and evaluated values of SP 
and IO for each risk. Fig. 3 presents the developed ISM-based project RIN 
with evaluated TP for each directed link (i.e., the direct risk interde-
pendency), where all risk loops (e.g., the closed loop “R09, R08, R12, 
R13, R02, R09”) are in the top level (i.e., L1). R01, located in the bottom 
level of the hierarchy, is a source risk of the project without any influ-
ence from other project risks. 

4.2. Risk assessment results based on the proposed simulation-based 
model 

4.2.1. Assessment results of SOP, SLI, and SGI for each risk 
In the MCS method, to model the stochastic behavior of project risk 

occurrence based on expert judgments, rand (0, 1) – a function of 
generating RNs of risk occurrence probabilities following a uniform 
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probability distribution in the interval (0, 1) – was set, and through 
comparing the RNs regarding each risk with its COP using Eq. (6), 
whether a risk occurs or not in a single simulation run was determined 
subsequently. Other types of probability distributions (e.g., normal, 
triangular, and beta) could also be used, but appropriate parameters 
need to be first defined accordingly to make sure that the stochastic 
behavior of the occurrence of each risk is modeled given a dynamic 
threshold (i.e., the COP) of the risk. Since the type of probability dis-
tribution will not affect the results of this research, the uniform proba-
bility distribution was used owing to its simplicity of operation. In the 
simulation, we started the number of simulation runs from 1000 in the 
first iteration group and increased by 1000 in later iteration groups until 
300,000 simulation runs in the 300th iteration group. Eq. (8) was used 
to terminate the simulation. According to the convergence diagram 
shown in Fig. 4, the sum of squared differences of SOP for all project 
risks between adjacent iteration groups in this simulation tends to 
converge around 10− 4, so the threshold h in Eq. (8) was set to be 10− 4. 
For obtaining more stable simulation results and considering the sta-
tistical convenience, 300,000 simulation runs were conducted to model 
all scenarios of the RIN. 

Based on Eq. (7), (9) and (11), the values of SOP, SLI, and SGI of each 
risk, while considering risk interdependencies, were calculated. Mean-
while, the project risks were prioritized by the following six different 
indicators as presented in Table 2: three from the proposed simulation 
model (i.e., SOPi, SLIi, and SGIi); two from the classical P–I risk model (i. 
e., SPi, and risk criticality (RCi) – the product of SPi and IOi), and one 
from [5] (i.e., Sij). 

In respect to risk occurrence probability, R14, R05 and R16 have 
lower value of SP, while in terms of SOP, they are top ranked with the 
highest values, indicating that although this kind of risks are unlikely to 
occur spontaneously, they are highly affected by others due to direct and 
indirect cause-effect relationships. Some risks' occurrence probabilities 
may be evaluated as similar (e.g., R03 and R15) using the classical P–I 
risk model (SPi) and the proposed simulation model (SOPi), however, 
they are still underestimated to some extent. Except for the source risk 
R01, all the other risks have increased occurrence probabilities calcu-
lated by the proposed method, demonstrating that risk in-
terdependencies can increase risk occurrence probability. 

From the aspect of risk influence, the SLI of each risk (excluding R01) 
is higher than its evaluated RC from the classical P–I risk model due to 
the different values of risk occurrence probability, indicating that the 
risk propagation across the RIN has amplified the risk influence on 
project objectives. The SGI of a risk reflects to what extent the occur-
rence of this risk can increase other risks' influence on project objectives. 
Some risks have lower SLI, but their SGI may be higher, such as R05 and 
R07. In Wang et al. [5], the significance indicator Sij (developed based 
on weighted edge betweenness in a directed network) for evaluating 
risks was calculated based on the SP of each risk ignoring risk in-
terdependencies, resulting in very different risk rankings compared with 
using the indicator SLIi. 

Overall, the project risk prioritization results have changed after 
using the proposed MCS-based RIN model. For example, R03 was 
considered to be the most critical risk according to both the indicators 
RCi and Sij, however, the one with the highest SLI is R11, and R05 has the 
highest SGI. R08 and R09 were evaluated with similar values both from 
the indicators RCi and Sij. While following the indicators SLIi and SGIi, 
R08 is ranked above R09, and the relative gap between them has 
widened. 

Further, Spearman rank correlation test was conducted to statisti-
cally examine the correlations between these six PRA indicators. As 
shown in Table 3, SOPi and SGIi have a significant positive correlation, 
and so are the correlation between SLIi and RCi, SPi and RCi, as well as 
SPi and Sij, which means that project risks evaluated by these pairs of risk 
indicators have similar risk rankings, respectively. Owing to the risk 
indicators SOPi, SLIi, and SGIi proposed in our MCS-based RIN model are 
all developed considering risk interdependencies, their correlations to 
the indicators SPi, RCi, and Sij are proved to be very weak. One exception 
to this is the significant positive correlation between SLIi and RCi, which 
is because these two indicators both use the same value of risk's IO in 
their calculation. The results of Spearman rank correlation test reinforce 
the necessity of incorporating risk interdependencies in PRA. 

4.2.2. Assessment results of project level PRA indicators: TRL and TRPL 
To provide decision makers with a clearer perception of how the 

project's TRL will be distributed and its expected value, we analyzed all 
scenarios of the project RIN from the simulation and obtained the 
probability distribution of TRL. The results of probability density func-
tion (PDF) and cumulative distribution function (CDF) with respect to 
the TRL are presented in Fig. 5. Based on the histogram of PDF, the 
potential TRL in the six intervals of $2222–$2323, $2525–$2626, 
$2626–$2727, $2323–$2424, $2222–$2323, and $2727–$2828 are 
more likely to occur (in descending order) than other intervals dis-
played, each of which has a probability greater than 8%. In addition, the 
expected value of the TRL was evaluated as $2207 based on Eq. (10). 
From the CDF curve, the TRL in the interval of $1500–$2820 accounts 
for around 79% of all the possible project RIN scenarios, indicating that 

Table 1 
Project risks with their evaluated values of SP and IO, respectively (from Wang 
et al. [5]).  

Risk 
no. 

Risk description SPi IOi 

($100) 

R01 Language problems and cultural conflicts 0.8 1 
R02 Communication problems between the teams 0.4 2 
R03 Unclear milestone and technical route 0.7 2.5 
R04 Lack of professional medical knowledge 0.6 1 
R05 Poor analysis of the factors regarding medical items 0.3 0.5 
R06 Poor selection of the medical items 0.4 1.8 
R07 Poor selection of the existing database 0.4 1 
R08 Building and training the model repeatedly 0.3 3 
R09 Interfaces problem among the software platforms of 

different terms 
0.6 2 

R10 Poor quality of the data from hospital and logistics 
company 

0.2 1.4 

R11 Poor effectiveness and efficiency of the model 0.2 4 
R12 Too much investigation 0.1 2 
R13 Tense partnerships among the teams 0.4 1.5 
R14 Too many tests on the model 0.2 2 
R15 Project scope spread 0.4 1.6 
R16 Too much rework for the team in charge of the 

modeling 
0.4 3  

Fig. 3. The ISM-based RIN with 16 risks and 26 direct risk interdependencies of 
the first sample project. 
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the project loss due to occurrence of project risks is very likely to 
distribute in this interval. 

As shown in Fig. 6, among the RIN scenarios causing the TRL in the 
interval of $1500–$2820, R14 has the highest value of SOP (i.e., 0.74) 
while R12 has the lowest value (i.e., 0.28), and most of the risks have the 
SOP greater than 0.5 except for R09 (i.e., 0.48), R12, and R15 (i.e., 

Fig. 4. Convergence diagram of the proposed simulation model used in the first sample project.  

Table 2 
Risk prioritization by different indicators of the first sample project.  

Ranking From the proposed MCS-based RIN model From the classical P–I risk model From the indicator in [5] Sij ($100) 

SOPi SLIi ($100) SGIi ($100) SPi RCi ($100) 

Risk no. Value Risk no. Value Risk no. Value Risk no. Value Risk no. Value Risk no. Value 

1 R14 0.895 R11 2.950 R05 18.574 R01 0.8 R03 1.75 R03 5.18 
2 R05 0.853 R16 2.516 R14 18.041 R03 0.7 R16 1.2 R06 3.23 
3 R16 0.839 R08 2.345 R07 17.256 R04 0.6 R09 1.2 R02 2.24 
4 R03 0.830 R03 2.074 R13 17.185 R09 0.6 R08 0.9 R04 2.22 
5 R13 0.825 R14 1.791 R01 17.095 R02 0.4 R01 0.8 R01 2.15 
6 R07 0.811 R02 1.321 R03 16.322 R06 0.4 R02 0.8 R09 1.74 
7 R01 0.799 R06 1.250 R16 16.243 R07 0.4 R11 0.8 R07 1.55 
8 R08 0.782 R09 1.246 R10 15.711 R13 0.4 R06 0.72 R08 1.43 
9 R11 0.737 R13 1.238 R08 15.546 R15 0.4 R15 0.64 R05 1.41 
10 R10 0.736 R10 1.031 R06 14.597 R16 0.4 R13 0.6 R15 1.16 
11 R06 0.694 R15 0.879 R11 14.049 R05 0.3 R04 0.6 R13 1.05 
12 R02 0.661 R07 0.811 R04 13.676 R08 0.3 R07 0.4 R16 0.86 
13 R04 0.651 R01 0.799 R02 13.442 R10 0.2 R14 0.4 R11 0.70 
14 R09 0.623 R12 0.746 R09 12.730 R11 0.2 R10 0.28 R10 0.59 
15 R15 0.549 R04 0.651 R15 11.423 R14 0.2 R12 0.2 R14 0.31 
16 R12 0.373 R05 0.427 R12 8.131 R12 0.1 R05 0.15 R12 0.22  

Table 3 
Spearman rank correlation coefficients for six risk indicators in the first sample 
project.  

Risk indicator SOPi SLIi SGIi SPi RCi 

SOPi –     
SLIi 0.262 –    
SGIi 0.929** − 0.024 –   
SPi − 0.017 − 0.108 0.021 –  
RCi 0.006 0.681** − 0.219 0.568* – 
Sij − 0.088 − 0.029 − 0.038 0.798** 0.492 

Notes: ** Correlation is significant at the 0.01 level (2-tailed); * Correlation is 
significant at the 0.05 level (2-tailed). 

Fig. 5. Probability distribution of the TRL for the first sample project.  
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0.42). The TRL in the intervals of $0–$1500 and $2820–$3030 account 
for about only 10% and 11% of all the possible RIN scenarios, respec-
tively (in Fig. 5), and all the risks in terms of these two TRL intervals 
have similar and very low SOP (less than 0.11) (in Fig. 6). 

Moreover, the expected value of the TRPL was calculated based on 
Eq. (12) with the numerical value of $24,002. The expected values of 
TRL and TRPL can be used to represent the overall project risk level 
considering risk interdependencies from a local and a global perspective, 
respectively, which provide decision makers with the risk perception of 
an overall project before risk treatment. 

4.2.3. Examination of the effects of RIN parameter uncertainties on PRA 
results 

Sensitivity analyses were conducted to examine how the un-
certainties in the evaluated values of RIN parameters (i.e., each risk's SP 
and IO, and TPs between each pair of direct interdependent risks) can 
affect the obtained values of each risk's SLI and SGI, as well as the TRL 
and TRPL regarding the overall project. Three-level (pessimistic, most 
likely, and optimistic) values for SP, IO, and TP were separately used as 
the new input data sets of the proposed simulation model, and the 

corresponding PRA results were obtained. The values of SP and IO in 
Table 1, and the values of TP in Fig. 3 were regarded as the most likely 
values of these RIN parameters. Due to a lack of the project information 
needed to generate appropriate pessimistic and optimistic values in 
terms of SP, IO, and TP, respectively, rational assumptions on these 
values were made in order to demonstrate the function of sensitivity 
analyses integrated in the PRA model. 

Using radar diagrams, Fig. 7 depicts the sensitivity of each risk's SLI/ 
SGI to the variation of the values (i.e., the three-level values) of RIN 
parameters (i.e., SP, TP, and IO), respectively. According to Fig. 7(a), all 
the risks' SLI is the most sensitive to the variation of IO except for R12, 
and R11 is the most sensitive and unstable risk in terms of the variations 
of all RIN parameter values. From Fig. 7(b), a number of risks have 
similar and high sensitivity of SGL, which shows their SGL could be 
highly affected by the variation of evaluated values of SP, TP, and IO, 
respectively. For example, the SGI of R01, R04, R09 and R15 are more 
sensitive to uncertainties of evaluated values of SP, while for R10, R11, 
and R12, their SGI become more sensitive to variations of evaluated 
values of TP. In addition, the uncertainties in the evaluated values of IO 
are more likely to influence the SGI of R05, R07, R14 and R16. 

Fig. 6. The risk's SOP in three TRL intervals (less than 15.0 ($100), between 15.0 and 28.2 ($100), and greater than 28.2 ($100)).  

Fig. 7. Sensitivity radar diagrams of the first sample project related to: (a) SLI values ($100), and (b) SGI values ($100).  
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The sensitivities of the proposed simulation model in respect to 
project's TRL and TRPL to the variation of model inputs (e.g. SP, TP, and 
IO) were also evaluated, respectively. The performance of the first 
sample project for the most likely scenario was: $2207 for the TRL, and 
$24,002 for the TRPL. Here, the model sensitivity in terms of a RIN 
parameter is defined as the percent loss of project performance 
compared to the performance of the most likely scenario due to 
changing the values of one RIN parameter from the optimistic to the 
pessimistic scenario values. For example, when the values of SP increase 
from the optimistic scenario to the pessimistic scenario values, the 
project's TRL increases from $1255 (optimistic scenario) to $2604 
(pessimistic scenario). The $1349 change in the project's TRL 
(2604–1255 = $1349) represents a 61% model sensitivity (1349/2207 
= 0.61) for the SP parameter. The effect of variation in IO on the pro-
ject's TRL (model sensitivity: 100%) and TRPL (100%) is the highest, 
followed by that of variation in SP (61% related to TRL; and 95% related 
to TRPL) and TP (49% related to TRL; and 88% related to TRPL). The 
results also present that the project's TRPL are more affected by the 
variation of SP and TP than the project's TRL. 

The above sensitivity analyses results can supplement the proposed 
simulation model for PRA and help decision makers to double-check the 
evaluated values of RIN parameters (the model inputs) especially for 
those unstable risks with high sensitivity values. For this case study, the 
evaluated model input values particularly related to R11, evaluated SP 
values of R01, R04, R09 and R15, evaluated TP values for R10 and R12, 
and evaluated IO values for all risks should be paid more attention to 
during the PRA process for the sake of getting more accurate model 
output values. 

4.3. Planning and evaluation of the project risk treatment actions 

Based on the obtained PRA results from the proposed MCS-based RIN 
model, a series of appropriate risk treatment actions can be formulated. 
To support demonstrating the superiority of our proposed model from 
the aspect of risk treatment effectiveness, the performance of four risk 
treatment actions (in which one was devised based on the PRA results 
from the proposed model, and the other three were devised based on the 
results from previous PRA methods, respectively) were evaluated and 
compared. In this paper, reducing the probability of critical risks is the 
major concern for risk treatment. It was assumed that a risk's SP can be 
reduced to 0 and the cause-effect relationship between two risks can be 
completely cut off (i.e., TP can be reduced to 0) when devising risk 
treatment actions. 

For the first sample project, Actions 1–4 were formulated as follows. 
Action 1 was made based on the PRA results from the classical P–I risk 
model. As shown in Table 2, R03 and R16 are the top-two critical risks 
with high RC value, so Action 1 aims to mitigate the SP of R03 and R16 
(i.e., SP(R03) = 0, and SP(R16) = 0), which only acts on critical indi-
vidual project risks. Action 2 was proposed based on the PRA results 
from the method of quantifying risk significance in [13]. R03 and R06 
were considered as the most critical risks, and the cause-effect rela-
tionship between R06 and R05 as well as that between R05 and R10 are 
highly ranked based on their significance values. Accordingly, Action 2 
was developed to mitigate the SP of R03 and R06, together with cutting 
off the links from R06 to R05 and from R05 to R10 (i.e., SP(R03) = 0, SP 
(R06) = 0, TP(R06 → R05) = 0, and TP(R05 → R10) = 0). Action 2 
focuses on reducing the influence of risk interdependencies, which could 
be done by setting up an inspection team to make sure appropriate se-
lection and analysis of medical items in practice. Action 3 was formu-
lated based on the PRA results from the method of quantifying risk 
significance in [5] where the top two critical risks are R03 and R06 
(similar to Action 2), and the causal relationship between R03 and R06 
was found to be the most important, followed by the interaction between 
R06 and R05. Therefore, the Action 3 was devised as minimizing the SP 
of R03 and R06 and breaking off the link from R03 to R06 as well as that 
from R06 to R05 (i.e., SP(R03) = 0, SP(R06) = 0, TP(R03 → R06) = 0, 

and TP(R06 → R05) = 0). Action 4 was formulated according to the PRA 
results from the proposed MCS-based RIN model. As presented in 
Table 2, R11 and R16 (as transition risks) were evaluated as the top-two 
risks with high SLI, so their SP and significant TP from other interrelated 
risks should be mitigated. R03 has relatively high SLI due to highest rank 
of its SP, and the SP of R03 should also be reduced by risk treatment. In 
addition, R05 and R14 (as transition risks) are highly ranked both based 
on SOP and SGI, indicating that they tend to largely affect, and be 
affected by, other related risks through risk interdependencies, although 
they have relatively lower SP. In this regard, several key risk in-
terdependencies related to R05 and R14 should be mitigated in risk 
treatment. Therefore, Action 4 was devised as reducing the SP of R11, 
R16 and R03 (i.e., SP(R11) = 0, SP(R16) = 0, and SP(R03) = 0), together 
with cutting off some of key risk interdependencies (i.e., TP(R08 → R16) 
= 0, TP(R10 → R11) = 0, TP(R05 → R10) = 0, TP(R14 → R16) = 0, TP 
(R08 → R14) = 0, and TP(R06 → R05) = 0)). Apart from mitigating 
critical project risks, Action 4 focuses more on the control of risk 
propagation across the project RIN, and some measures in practice for 
this sample project can be, for example, setting a threshold earlier to 
evaluate a product's performance, or raising quality standards of the 
data collection. 

Fig. 8 illustrates the residual values of SOP, SLI, and SGI of each risk 
in the first sample project after conducting different risk treatment ac-
tions (i.e., Actions 1–4), including the project risk conditions before the 
risk treatment (no action). The values of SOP, SLI, and SGI for most risks 
after conducting Action 4 are lower than those obtained from the 
implementation of other three risk treatment actions. In Fig. 8 (a) and 
(b), the SOP and SLI regarding R06, R07 and R08, after using Action 2 
and Action 3, respectively, are lower than those obtained from the 
implementation of Action 4, and the same situation with the SGI of R06 
in Fig. 8 (c). The main reason is that the SP of R06 was reduced to 0 in 
Action 2 and Action 3. From the perspective of the reduced overall 
project risk, Table 4 denotes the performance of Actions 1–4 through 
“reduced project's TRL” and “reduced project's TRPL”. The results show 
that Action 4 can help minimize the project's TRL and TRPL, followed by 
Action 2, Action 3, and Action 1. Overall, Action 4 performs best among 
these four risk treatment actions and can be selected to mitigate risks of 
the first sample project. 

In the context of the second sample project, different risk treatment 
actions were devised based on the PRA results from the classical P–I risk 
model (Action 1), FSE method (Action 2), Fuzzy Bayesian belief network 
(FBBN) method (Action 3), and the proposed MCS-based RIN model 
(Action 4). Comparison results of the performance of Actions 1–4 are 
shown in Table 5. By using Action 4, the SOP of the top risk (the project 
failure) in the project RIN can be reduced to 0, and the ratings of pro-
ject's TRL and TRPL can be minimized. Thus, Action 4 outperforms the 
other three risk treatment actions. 

5. Discussion 

Risks in a project usually have cause-effect relationships among each 
other, and independent risks seldom exist [36]. As projects become more 
complicated in ever-changing environments, the complexity of project 
risk interdependencies increases as well, making the PRA an 
information-intensive process in project management. The proposed 
MCS-based RIN model embedded in an integrated decision-support 
system for PRA can facilitate a structured and systematic risk assess-
ment of projects with complex risk interdependencies and also allow 
decision makers to evaluate the effectiveness of alternative risk treat-
ment actions. The results obtained in the previous applications show the 
model's flexibility and validity in risk management for large and com-
plex projects. The proposed risk indicators can provide decision makers 
with useful information for understanding project risks (each single risk 
and the overall project risk) at both local and global scales in a project 
RIN. Compared with the classical P–I risk model, the proposed process 
demonstrates that some risk ratings would inevitably be underestimated 
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if the effects of risk interdependencies are exclusively ignored. This is 
also in line with the results from previous studies on project risk man-
agement when considering risk interdependencies [3,7,8,18]. As shown 
in Table 2, the positive deviation value between SOPi (from the proposed 
model) and SPi (from classical P–I risk model) as well as that between 
SLIi (from the proposed model) and RCi (from classical P–I risk model) 
reflect the effects of risk propagation across the project RIN on PRA 
results, except for the source risk R01. 

In addition, focusing on the effects of risk's SP variation on project 
risk loss for the first sample project, the sensitivity of our proposed 
model was compared with that of classical P–I risk model from the 
following two aspects. Firstly, for the variation of SP (from optimistic 
scenario to pessimistic scenario values) of all project risks, there is a 61% 
sensitivity of our proposed model (calculated in Section 4.2.3), which is 
much lower than the classical P–I risk model's sensitivity (96%, 
calculated by (1669–572)/1144 = 0.96). Secondly, while for the vari-
ation of SP of each individual risk, the comparison of sensitivity results 
for these two models are shown in Fig. 9, indicating that the proposed 
model is less sensitive to the variation of SP of all the risks only except 
for that of R13. Therefore, these results reflects that the proposed MCS- 
based RIN model is more stable than the classical P–I risk model in 
conducting PRA. 

This study makes a methodological contribution to the academic 
research on project risk management and in particular, on risk 

assessment. A hybrid method of ISM and MCS is first explored and 
extended to support an effective PRA in the context of complex risk 
interdependencies, and the MCS-based RIN model is therefore devel-
oped. Major superiorities of the proposed method compared with 
existing PRA methods such as FSE [19], BBN-based methods [3,28], 
SEM [30], and SNA [12] are as follows. Firstly, apart from involving the 
identification of cause-effect relationships among risks in the proposed 
decision-support system for PRA, more aspects of the RIN complexity are 
taken into account, including risk loops, and dynamic change of RIN due 
to the stochastic behavior of project risks. Secondly, by means of the 
theoretical framework of MCS (i.e., a robust technique for generating 
and evaluating future scenarios), the proposed method is capable of 
modeling all possible risk scenarios within a RIN. The proposed 
interdependency-based risk indicators (i.e., each risk's SOP, SLI, and 
SGI, as well as a project's TRL and TRPL) are calculated considering all 
the possible RIN scenarios through simulation, which helps in advancing 
the accuracy of PRA results. Thirdly, the proposed MCS-based RIN 
model can be further used to quantitatively evaluate the performance of 
alternative risk treatment actions, which provides an integrated plat-
form for sufficient utilization of the obtained PRA results by risk treat-
ment. The performance results of different risk treatment actions in the 
two case studies (as shown in Table 4 and Table 5, respectively) also 
reflect that our proposed model is more effective than other benchmark 
methods (e.g., classical P–I risk model, FSE, and FBBN) for PRA and 
planning of risk treatment actions. Moreover, although this paper fo-
cuses on the project risks that can cause negative effects, the proposed 
process is also applicable to modeling and assessing positive risks. 

There are a number of major managerial implications of our work. 
First, practitioners can have more comprehensive perception of project 
risk from the PRA results obtained using the MCS-based RIN model. 
Considering risk interdependencies, the proposed indicators to assess 
each risk, i.e., SOP, SLI, and SGI, can be used to determine risk priorities. 
In addition, the indicators to assess the overall project risk, i.e., TRL and 
TRPL, can provide practitioners with the project risk loss from local and 
global scales within a project RIN. A series of appropriate risk treatment 
actions can be formulated and evaluated through the proposed decision- 
support system. Then, the proposed model considers the two concepts of 
risk's probability and impact existing in the classical P–I risk model, 
which are widely used by practitioners in managing project risks, so that 
all practitioners can engage their knowledge and experience in the PRA 
process. As a result, our proposed method facilitates mitigating the gap 
between theory and practice of the PRA. Further, the proposed decision- 
support system for PRA can be readily operationalized in practice by 
simulation, which outperforms many existing analytical PRA methods 
which mainly need complicated calculations (e.g., ANP [26], and BBN 
[28]). Additionally, the proposed process has high universality and 
flexibility and can be applied to projects in different fields (e.g., soft-
ware, civil, or business), and even to large and complex projects. 
Furthermore, it can be used at the commencement stage of a project 
when there is high uncertainty about project risks and can update 
periodically to reflect risk conditions of the project over time when new 

Fig. 8. Comparison of (a) the SOP, (b) the SLI, and (c) the SGI of risks in the first sample project after different risk treatment actions.  

Table 4 
The performance of different risk treatment actions in the first sample project.  

Risk treatment action Reduced value of project's 
TRL after risk treatment 

Reduced value of project's 
TRPL after risk treatment 

Action 1 (Classical 
P–I risk model) 

$217 $3711 

Action 2 ([13]) $489 $9274 
Action 3 ([5]) $412 $7978 
Action 4 (Proposed 

model) 
$826 $14,717  

Table 5 
The performance of different risk treatment actions in the second sample project.  

Risk treatment 
action 

SOP of the 
project 
failure 

Reduced rating of 
project's TRL after 
risk treatment 

Reduced rating of 
project's TRPL after 
risk treatment 

Action 1 
(Classical P–I 
risk model) 

0.926 6.941 35.413 

Action 2 (FSE 
method [3]) 

0.893 5.523 30.614 

Action 3 (FBBN 
method [3]) 

0.892 6.360 38.228 

Action 4 
(Proposed 
model) 

0 8.228 131.780  
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risk information is captured. Project risk scenarios based on different 
risk attitudes of decision makers can also be obtained to support 
formulating appropriate risk treatment actions. 

6. Conclusion 

To perform better PRA and risk treatment, taking the in-
terdependencies among project risks into account is important. This 
study has explored an intelligent simulation-based decision-support 
system for assessing project risks and facilitating risk treatment in the 
context of risk interdependencies, making both academic and practical 
contributions to the field of project risk management. The novelty of this 
work is that a new MCS-based RIN model, as part of the proposed 
decision-support system, was developed by integrating the ISM method 
and MCS for modeling the stochastic behavior of project risk occurrence 
in a RIN with loops and analyzing the effects of risk propagation across 
the RIN. Interdependency-based risk indicators were introduced to 
support decision makers in prioritizing single risks and evaluating the 
overall project risk. The effects of uncertainties in the model's inputs (i. 
e., the RIN parameters) on PRA results were examined using sensitivity 
analysis to further improve the robustness of decision-support system in 
practical use. In addition, the performance of alternative risk treatment 
actions can be evaluated in the integrated decision-support system. Two 
application cases of the proposed decision-support system were pro-
vided in this work, and the results demonstrated the necessity of 
considering risk interdependencies in PRA and also verified the effec-
tiveness of the proposed MCS-based RIN model for the PRA. In practice, 
the framework of the proposed decision-support system for PRA allows 

decision makers to use their professional experience and implement 
their strategies in an easy and transparent manner. 

Despite its utility, there are two limitations to this study: (i) the 
proposed MCS-based RIN model is not applicable to simultaneously 
modeling and assessing both positive and negative connotations of risks 
within a project RIN; and (ii) in the planning of risk treatment actions in 
case studies, it was assumed that a risk's SP and the TP between two 
interrelated risks can be reduced to 0, so that the control of risk impact 
was not considered in order to simplify the analysis process. Potential 
extensions of this research in future work can be: (i) including the dy-
namic behavior of project RIN throughout a project life cycle in the 
current simulation model, as projects are time-related dynamic systems, 
and project risks and their interdependencies may vary with project 
phases; and (ii) optimizing project risk treatment decisions by consid-
ering additional parameters such as project budget, cost of risk treat-
ment, and risk positions in a network. 
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Appendix A. Appendix 

Fig. A.1 presents the proposed MCS algorithm for modeling a project RIN in the proposed decision-support system for PRA. 

Fig. 9. Comparison of sensitivity results for these two models due to the variation of each risk's SP in the first sample project.  
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Fig. A.1. The proposed MCS algorithm for modeling a project RIN.  
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