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Abstract—As penetration of distributed generation increases,
the electrical distribution networks may encounter several chal-
lenges mainly related to voltage control. The situation may deterio-
rate in case of a weak grid connected to an intermittent source such
as photovoltaic (PV) generation. Fast varying solar irradiance can
cause unacceptable voltage variations that may not be easily com-
pensated by slow-responding utility equipment. The PV inverter
can be used to control the grid voltage by injecting/absorbing re-
active power. A small-signal model is derived in order to study
the stability of a PV inverter exchanging reactive power with the
grid. This paper also proposes a method that utilizes the available
capacity of the PV inverter to support the grid voltage without vio-
lating the rating of the inverter and the maximum voltage that the
inverter’s switching device can withstand. The method proposed
in this paper is validated using PSCAD/EMTDC simulations.

Index Terms—Distributed generation (DG), photovoltaic (PV)
system, voltage control.

I. INTRODUCTION

D ISTRIBUTED generation (DG) benefits the electric util-
ity by reducing congestion on the grid, decreasing the

need for new generation and transmission capacity and (poten-
tially) can offer services such as local frequency and voltage
support/control [1]–[5]. However, as penetration of renewable-
based DG increases, the intermittent nature of the source can
cause challenges such as voltage variations which in turn can
lead to system instability [6]. Yan and Saha [7] investigate the
IEEE 13 nodes test system with different level of photovoltaic
(PV) penetrations and show for a penetration more than 40%; the
voltage fluctuations introduced by passing clouds may make the
system unstable. In such situations, the slow-responding equip-
ment (e.g., tap changers or switchable capacitors) may not be
effective in controlling the voltage within its limits [6], [8]. For
instance, it takes 5–10 s for the tap changer to move from one po-
sition to the next [7]. Relying on the tap changer in a fast varying
irradiance condition, (assuming is practically possible) will also
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significantly reduce the interval between maintenance and in-
creases the cost [9]. In addition to the slow response and the fact
that capacitor banks can generate high frequency harmonics,
switching the capacitor banks on/off produces a strong tran-
sient voltage variation that can damage other equipment (e.g.,
PV inverters) [6]. On the other hand, installing fast-responding
FACTS devices (e.g., STATCOM, SVC, etc.) will increase the
cost of already expensive PV systems [6]. Alternatively, it is
possible to utilize the PV inverter in order to control the voltage
within its limits through absorbing/injecting reactive power.

“Although it is not permitted by current interconnection stan-
dard [8], changes to these standards to allow for injecting or
consuming reactive power appear eminent” [6].

The allowed penetration level of (PV) DG is a controversial
issue among scientists [10] and varies from 5% [11], [12] to
33% [13] in the literature. Quezada et al. [12] suggest that the
loss in a distribution system is minimized at 5% penetration
of DG. However, the findings of [12] can be doubted if the
reactive power capacity of the PV inverter is exploited. For
instance, Turitsyn et al. [14] show that a localized approach
to supply reactive power (e.g., using PV inverters) can reduce
losses by up to 80% when compared to a centralized approach.
Thomson and Infield [13] study the voltage rise issue versus
the penetration level of PV generation into a UK distribution
network and conclude that for a PV generation up to 33%,
the voltage rise is within acceptable limits. However, Thomson
and Infield [13] also show that even at 50% penetration of PV
generation, the voltage rise above the allowed limit is small and
hence the 33% is rather arbitrary. From the findings of [13], it
can be suggested that by exploiting the PV inverters to support
the local voltage, it is possible to increase the penetration of
PV generation by more than 33%. It is noted that Thomson and
Infield [13] study the voltage rise issue due to a high penetration
of PV generation and it states that the voltage dips caused by
passing clouds can be significant. The current paper studies
a distribution system with 50% penetration of PV generation
(since it seems the maximum level suggested by the literature
[13]).

Turitsyn et al. [6] propose a voltage-reactive power droop
that utilizes the PV inverter to support voltage. The main draw-
back of the proposed method in [6] is that the reactive power
exchanged by the inverter never becomes zero even when the
voltage is within an acceptable boundary (which may intro-
duce unnecessary losses). A similar method is proposed in [7]
with zero reactive power boundary; however, the mathematical
model of the system has not been investigated. Moreover, these
methods do not take into account the voltage rise issue due to
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Fig. 1. Configuration of the system under study.

the reverse active and reactive power flow. Beside the possibility
of exceeding the voltage limits, the voltage rise introduced by
PV inverters may cause “overmodulation” [15] (i.e., modula-
tion index > 1), and even may harm the switching device (for a
constant dc-link voltage).

The papers in this area, such as [6], [7], [16], [17], do not study
the small-signal stability of a PV inverter exchanging reactive
power with the grid; which will be considered in this paper.
The paper also proposes a method that utilizes the available
capacity of the PV inverter(s) to support the grid voltage without
violating the rating of the inverter and the maximum voltage that
the inverter’s switching device can withstand.

The method will be developed for one PV inverter and
will be demonstrated for multiple PV inverters as well, using
PSCAD/EMTDC simulations.

II. SYSTEM UNDER STUDY

Fig. 1 shows the configuration of the system under study. It
illustrates that the PV array can supply maximum 50% of the full
load (at solar irradiation G = 1 kW/m2). The PV system utilizes
a single stage conversion using a three-phase dc/ac converter.
The converter is controlled using a dq rotating frame with the
d axes orientated along the filter voltage V2 . The d-component
current controls the dc-link voltage VDC in order to track the
maximum solar power (using the method explained in [18])
and the q-component controls the reactive power to/from the
converter. Park transformation is used to transfer variables from
abc to dq frame [19]. lC is the length of the cable connecting
the PV system to the grid and L1 , L2 , and C represent the filter
and Lg is the grid inductance.

A. Problem Definition

It can be shown that without any voltage support, the voltage
of point of common coupling VL < 0.94 pu for short-circuit
ratio (SCR) < 15 and in fact it drops to 0.87 pu for SCR = 5.
On the other hand, keeping VL at 1 pu using the PV inverter will
cause the inverter ac terminal voltage V1 to increase even more
than 1.2 pu. Therefore, a variable approach to control VL , as
illustrated in Fig. 1, seems to be more appropriate. The proposed
method exploits the available capacity of the PV inverter to
support the local voltage without violating either the rating of
the inverter or its voltage limitations. As QPV varies, both V1 and

Fig. 2. Proposed Q–V droop characteristic.

the load voltage VL will be affected. Therefore, it is important
to choose a proper reactive power reference Q∗

PV . In order to
choose a proper Q∗

PV , the following constraints are considered.
1) Voltage of 11 kV busbar VL should be within ±6% (i.e.,

0.94 pu ≤ VL ≤ 1.06 pu) [20].
2) The maximum voltage that the switching device can with-

stand is 10% of its rated value (i.e., V1 ≤ 1.1 pu).
3) Rating of the inverter Snom should not be violated. Here

Snom = 1.2 pupv (pupv denotes pu based on the rating
of the associated PV array in systems with multiple PV
arrays).

B. Control Paradigm

Fig. 1 illustrates the proposed method to set Q∗
PV in order

to support VL (if required) without violating Snom and V1 . The
method consists of three parts.

1) A PI controller which controls QPV through regulating the
q-component of converter current I1q , and is explained in
Section VI.

2) A variable hard limit which limits Q∗
PV to makes sure

Snom is not exceeded.
3) Since the PV power PPV is intermittent, the maximum

reactive power that can be exchanged by the inverter is
varying as: Qmax =

√
S2

nom − P 2
PV , hence a variable

hard limit is required. Using the variable hard limit also
makes sure that the voltage support does not interfere with
the maximum power tracking.

Two reactive power-voltage droop characteristics for VL and
V1 as shown in Fig. 1 and illustrated in Fig. 2. These droops
provide the opportunity to keep QPV = 0 when the voltage is
within an acceptable boundary.

Fig. 2 illustrates the droop characteristics used for both VL

and V1 ; however, Vmin and Vmax are different for each voltage.
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Vmax for V1 and VL is 1.1 and 1.06 pu, respectively. Vmin for
VPV and VL is 0.9 and 0.94 pu, respectively. As ΔV reduces,
the droop’s gain increases (for a given Snom ) which requires
a QPV control loop with higher bandwidth (which can cause
large voltage transient). On the other hand, the smaller ΔV , the
larger the boundary with zero reactive power (which reduces the
losses). So the choice of ΔV is a tradeoff between less loss and
less transient. Here, ΔV is chosen as 0.02 pu for both droops;
however, it can be different for V1 and VL droops.

It is noted that since the power flows from PV to the load, V1 is
on the right side of Fig. 2 (negative Q) while VL is on the left side
(positive Q). The output of the two droop characteristics is added
together and fed to the variable hard limit (hence, supporting
VL cannot lead to V1 overvoltage and vice versa). Using this
method, the maximum capacity of the converter is demanded for
reactive power support when V ≤ Vmin or V ≥ Vmax ; however,
the support will be fully provided only if the other voltage (i.e.,
VL or V1) is (Vmin + ΔV )≤V ≤ (Vmax−ΔV ), and the variable
hard limit (i.e., Snom ) is not exceeded.

III. MATHEMATICAL MODEL OF THE SYSTEM

This part is intended to drive a small-signal model for a PV
system exchanging reactive power with the grid. The model is
derived for any operating point of PPV0 and QPV0 . The model
will be used to study the stability of the system later on in the
paper.

A. PV Array

This part is intended to linearize a PV array model around
an operating point PPV0 , which is assumed to be its maximum
power point (at a given solar irradiation).

The mathematical model of PV array current IPV is given by
(1) and explained in [21]:

IPV = NpIph − NpIrs

[
exp

(
qVDC

kTANs

)
− 1

]
(1)

where Np and Ns are the number of parallel and series connected
cells, Irs is the reverse saturation current of a p–n junction (1.2
× 10−7A), q is the unit electric charge (1.602 × 10−19C), k is
Boltzman’s constant (1.38 × 10–23 J/K), T is the p–n junction
temperature (Kelvin), A is the ideally factor (1.92) and Iph ,
which is the short-circuit current of one string of the PV panel,
is a function of T and G [21]:

Iph =
G

100
[Iscr + kT (T − Tr )] (2)

where Tr is the cell reference temperature (300 K), KT is tem-
perature coefficient (0.0017 A/K), Iscr is the short-circuit current
of one PV cell at the reference temperature (8.03 A) and G is
the solar irradiation level normalized to 1 kW/m2 [21]. Equation
(1) is nonlinear and needs to be linearized. For a given G and
T, Iph is a constant. Hence, (1) can be linearized as follows:

ÎPV =
−NpIrsq

kTANs

[
exp

(
qVDC0

kTANs

)]
V̂DC = KPV V̂DC . (3)

Fig. 3. Simplified model of a grid-connected PV system.

Hereafter the variables with subscript “0” and superscript
“ˆ” denote the operating point and the small-signal variables,
respectively.

According to (3), KPV is a function of VDC0 . So it is required
to calculate VDC0 in terms of the operating point of PV system.

From the method explained in [18], it can be shown that
for a given PV array, VDC at maximum power points can be
approximated as an order 3 polynomial of PPV :

VDC0 = aP 3
PV0 + bP 2

PV0 + cPPV0 + d. (4)

Knowing the ipv − vpv characteristic of a PV array (which
can be obtained from the manufacturer), it is possible to calculate
the coefficients a, b, c, and d using Matlab “polyfit” command
[18].

B. Average Model of the Inverter

Fig. 3 illustrates a simplified version of Fig. 1 in order to
derive the mathematical model. The load active and reactive
powers can be neglected as they appear as disturbances for the
inverter controller. The cable is represented by its inductance
LC and all of the inductances are transferred to the PV filter
side (i.e., L = Lt1+ (LC + Lg + Lt2)N 2

1 , N1 = 0.65/11, N2 =
11/132).

Using sinusoidal pulse-width modulation (PWM) and con-
sidering only the fundamental frequency, the average model of
the inverter in dq frame is:

IDC = mdI1d + mqI1q (5)

V1d = 0.5mdVDC

V1q = 0.5mqVDC (6)

where m is the magnitude of the modulation index.
Equations (5) and (6) are linearized as follow:

ÎDC = md0 Î1d + mq0 Î1q + m̂dI1d0 + m̂q I1q0 (7)

V̂1d = 0.5
(
md0 V̂DC + m̂dVDC0

)

V̂1q = 0.5
(
mq0 V̂DC + m̂qVDC0

)
. (8)

C. Filter and the Grid

The series resistance of the filter inductors is neglected and a
damping resistor R is connected in series with the filter capaci-
tor.

Using KVL one can write:

V1 = L1
dI1

dt
+ RIf + VC . (9)
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Transferring (9) into dq frame and taking into account If =
I1 − I2 and then substituting (8) into the result, gives:

dÎ1d

dt
= ωÎ1q +

0.5
(
md0 V̂DC + m̂dVDC0

)

L1

− R

L1

(
Î1d − Î2d

)
− VCd

L1
(10)

dÎ1q

dt
= −ωÎ1d +

0.5
(
mq0 V̂DC + m̂qVDC0

)

L1

− R

L1

(
Î1q − Î2q

)
− VCq

L1
. (11)

It can be written from the dc-link circuit:

C0
dVDC

dt
= IPV − IDC . (12)

Transferring (12) into dq frame and substituting (3) and (7)
into it, yield:

dV̂DC

dt
=−md0 Î1d +mq0 Î1q +m̂dI1d0 + m̂q I1q0

C0
+

KPV V̂DC

C0
.

(13)
Transferring the filter capacitor’s current equation into dq

frame and taking into account that If = I1 − I2 , give:

dV̂Cd

dt
= ωV̂Cq +

Î1d − Î2d

C
(14)

dV̂Cq

dt
= −ωV̂Cd +

Î1q − Î2q

C
. (15)

Using KVL one can write:

−VC − R (I1 − I2) + L2
dI2

dt
+ V2 = 0. (16)

Transferring (16) into dq yield:

dÎ2d

dt
= ωÎ2q +

V̂Cd

L2
+

R

L2

(
Î1d − Î2d

)
− V̂2d

L2
(17)

dÎ2q

dt
= −ωÎ2d +

V̂Cq

L2
+

R

L2

(
Î1q − Î2q

)
− V̂2q

L2
. (18)

One can write the space state model of the system using (10),
(11), (13), (14), (15), (17), and (18):

d

dt
x = A · x + B · u

Y = C · x + D · u

x =
[
Î1d Î1q V̂DC V̂Cd V̂Cq Î2d Î2q

]T

u =
[
m̂d m̂q V̂2d V̂2q

]T
. (19)

Matrices C and D are used to determine output Y and matrices
A and B are as follows:

A =

⎡

⎢⎢
⎢⎢⎢⎢⎢
⎢⎢⎢⎢⎢
⎢⎢⎢⎢⎢⎢
⎢⎢⎢⎢⎢
⎣

R

L1
ω

0.5md0

L1

−1
L1

0
R

L1
0

−ω
−R

L1

0.5mq0

L1
0

−1
L1

0
R

L1

−md0

C0

−mq0

C0

KPV

C0
0 0 0 0

1
C

0 0 0 ω
−1
C

0

0
1
C

0 −ω 0 0
−1
C

R

L2
0 0

1
L2

0
−R

L2
ω

0
R

L2
0 0

1
L2

−ω
−R

L2

⎤

⎥⎥
⎥⎥⎥⎥⎥
⎥⎥⎥⎥⎥
⎥⎥⎥⎥⎥⎥
⎥⎥⎥⎥⎥
⎦

B =

⎡

⎢
⎢⎢⎢⎢⎢⎢
⎢⎢⎢⎢⎢
⎢⎢⎢⎢⎢⎢
⎢
⎣

0.5VDC0

L1
0 0 0

0
0.5VDC0

L10
0 0

−I1d0

C0

I1q0

C0
0 0

0 0 0 0

0 0 0 0

0 0
−1
L2

0

0 0 0
−1
L2

⎤

⎥
⎥⎥⎥⎥⎥⎥
⎥⎥⎥⎥⎥
⎥⎥⎥⎥⎥⎥
⎥
⎦

.

The operating points can be calculated using (10), (11), (13),
(14), (15), (17), (18), and V1 = L1

dI1
dt + L2

dI2
dt + V2 , taking

into account that at steady state d/dt = 0. V2q = 0, and to
calculate V2d, one can write:

V2 = L
dI2

dt
+ N1N2Vg . (20)

Transferring (20) into dq frame, solving it for Vgd0 and Vgq0 ,
and taking into account that V2q = 0, I2d0 = 2PPV0/3V2d0 , and
I2q0 = −2QPV0/3V2d0 give:

Vgd0 =
V2d0

N1N2
− 2LωQPV0

3N1N2V2d0
(21)

Vgq0 =
2LωPPV0

3N1N2V2d0
. (22)

Substituting (21) and (22) into V 2
g =V 2

gd0 + V 2
gq0 , yields, as

shown (23), at the bottom of the next page.
Equation (23) gives two answers for V2d0 ; however, the one

given through subtraction is too small and is not acceptable. The
equations of operating points are summarized in Table I.

IV. SYSTEM’S PARAMETERS

The most effective system parameters on the open-loop poles
are the filter elements and the dc-link capacitor C0 . The filter
elements are chosen to reduce the current ripples down to a
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TABLE I
CALCULATION OF OPERATING POINTS

specific requirement (THD < 5%) [22]. The filter capacitance
and resistance are usually chosen to be less than 5% and 1% of
the rated power, respectively [22].

The choice of C0 is very important since a small capacitor
requires a very fast control loop (which increases the control en-
ergy) while a large one is bulky and expensive. So it is important
to have a mathematical minimum value for C0 , which to the au-
thors’ knowledge is not provided previously and is considered in
the following: Ideally IDC = IPV , however, due to the switch-
ing effects sometimes (whenever all the top switches are open
or closed simultaneously) IDC = 0. Hence, IPV flows through
C0 : IPV = C0

ΔVD C
Δt . In a sinusoidal PWM, this happens twice

in one period of carrier signal fsw , i.e., Δt = 1/(2fsw ). Obvi-
ously the largest voltage variation happens when the nominal
PV power is generated IPV = PPVnom /VDC nom . The largest
voltage variation must be less than permitted voltage variation
ΔVDC max ≥ PP V n o m

2fsw VD C n o m C0
, hence C0 ≥ PP V n o m

2fsw VD C n o m ΔVD C m a x
,

and ΔVDC max ≤5%.
The system parameters are summarized in Table II.

V. VARIATION OF OPEN-LOOP POLES

The open-loop poles of the system, which are the eigenvalues
of matrix A, vary for different system parameters and different
operating points. The system parameters are set according to
the criteria explained in Section IV. So this part investigates the
variation of the open-loop poles for different operating points.

TABLE II
SYSTEM’S PARAMETERS

Fig. 4. Variation of open-loop poles as PPV0 varies for QPV0 = 0.

A. Different Active Power Generation

The system has one real pole and three pairs of complex
conjugate poles. Two pairs of the complex conjugate poles are
relatively far away from the jω axes and change rather vertically
as PPV varies (so not shown here). Fig. 4 illustrates the variation
of the other three poles as PPV increases from 0 to 1 pu in five
steps and QPV = 0.

As shown in Fig. 4, as PPV increases the poles move toward
stability (away from jω axes).

B. Different Reactive Power

Similar to the previous case, two pairs of the complex con-
jugate poles are far away from the jω axes and vary rather
vertically as QPV changes. Fig. 5 shows the variation of the
rest of the poles as QPV varies from −1 to 1 pu in eight steps.
As it can be seen, the complex conjugate poles move toward
stability. Although the real pole moves toward jω axes, it never
crosses it (i.e., the system is stable). It is noted that the case
shown in Fig. 5 is the worst since PPV = 0 (according to Fig. 4

V2d0 =

√√√√0.5

[

1.33LωQPV0 + (N1N2Vg )
2 ±

√[
−1.33LωQPV0 − (N1N2Vg )

2
]2

− 1.78 (Lω)2 (PPV0
2 + QPV0

2)

]

. (23)
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Fig. 5. Variation of open-loop poles as QPV0 varies when PPV0 = 0.

Fig. 6. Schematic diagram of inverter’s control loops.

increasing PPV moves the poles away from jω axes). So it can
be concluded that the worst case from stability point of view is
when PPV = 0 and QPV = 1 pu.

VI. CONTROL LOOP

This paper utilizes the classical cascaded control loops with
the internal current loops as shown in Fig. 6.

The study and design of the current loops (PIC ) and the dc-
link voltage control (PIV ) has been considered in the previous
literature [19]. This paper investigates the reactive power control
loop (PIQ ).

Neglecting the filter, since V2q = 0, QPV ≈−1.5I1qV2d . So
assuming V2d is constant, the control plant of the reactive power
control loop is a constant gain of −0.67/V2d .

In such cases, trial and error can be used to design the control
loop which is done in this paper using Matlab “sisotool” facility.
The proportional and integral gains of PIQ are set 0.0015 and
0.02, respectively. The stability of QPV control loop can be
studied by the reactive power control loop gain GQ (s) explained
as follows:

GQ (s) = PIQ (s)
I1q (s)
I∗1q (s)

QPV (s)
I1q (s)

. (24)

Since the internal current loop is much faster than the external
reactive power loop, I1 q (s)

I ∗
1 q (s) ≈ 1. The exact transfer function of

QP V (s)
I1 q (s) is calculated using Matlab “ss2tf” command. Fig. 7

illustrates the Bode diagram of GQ (s) as QPV varies from −1
to 1 pu in four steps. Since it was shown in Section V that the
worst case for stability happens when PPV = 0, in Fig. 7 the

Fig. 7. Bode diagram of GQ (s) as QPV0 varies for PPV0 = 0.

active power generation is kept at zero. Fig. 7 shows that the
system always has a good stability margin (phase margin > 95◦

and infinite gain margin).Therefore, it can be concluded that the
reactive power control loop does not affect the system stability.

VII. SIMULATION RESULTS

Fig. 8 shows the simulated model using PSCAD. The model
consists of two PV arrays of 0.3 and 0.2 pu ratings while the
rating of their associated converter is Snom = 1.2 pupv (unless
otherwise stated). The PV system feeds the 1 pu load (i.e., 50%
PV penetration) connected to the 11 kV busbar. The grid SCR
is 5 (i.e., a weak grid it can be shown that VL drops down to
0.87 pu without voltage support). The first PV system (0.3 pu)
connected to the load with 10-km cable while the other one is
connected to the load with 5-km cable. Each PV system has
its own V–Q control (explained above). Therefore, the two PV
systems share the control of VL while their converter ratings
and each VPV must not be violated. Three different scenarios
are simulated: the first two scenarios apply four-step changes to
solar irradiation while the third considers real (measured) solar
irradiation profiles. It is assumed in the first scenario that both
PV arrays have the same solar irradiation while in the second
and third scenarios different solar irradiations are applied.

A. Same Solar Irradiation for Both PV Arrays

Table III illustrates the sequence of simulation events. At first
PL = 1 pu with Power Factor PF = 0.95 and PPV increases from
0 to 1 pupv in four steps. At t = 5 s, the load PF drops to 0.85 and
backs to 0.95 at t = 6.5 s. At t = 8 s PL reduces from 1 pu to 0
in four steps. Fig. 9 shows the simulation results of the two PV
systems with the same solar irradiation. It can be seen that when
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Fig. 8. Simulated model with two PV arrays sharing the control/support of VL using the proposed V–Q droop.

TABLE III
SEQUENCE OF SIMULATION EVENTS FOR THE SAME IRRADIATION SCENARIO

PF drops to 0.85 (i.e., t = 5–6.5 s), VL [see Fig. 9(b)] drops to
less than 0.92 pu (which is less than the minimum limits) while
the magnitudes of the inverters’ apparent power [see Fig. 9(d)]
increase to 1.2 pupv . This means that the two inverters provide
the maximum possible support without violating their ratings.
Fig. 9(b) shows that for both inverters VPV < 1.1 pu. VPV1 is
more than VPV2 simply because more active and reactive powers
flow from PV 1 to the load.

Fig. 9(c) illustrates that the reactive power demanded by
load QL is shared proportionally by the inverter (i.e., QPV1 /
QPV2 = 3/2). Fig. 9(c) shows that for PL < 0.5 pu, QPV1 and
QPV2 are almost zero since all the three voltages are (Vmin +
ΔV ) ≤ V ≤ (Vmax−ΔV ). Fig. 10 illustrates the simulation re-
sults with the same sequence of simulation events (see Table III)
but this time the converter ratings are Snom = 1.5 pupv . It can
be seen that even when PF = 0.85 (t = 5–6.5 s), VL > 0.94
pu while both VPV1 and VPV2 < 1.1 pu and both S1 and S2
< 1.5 pupv . Fig. 10 illustrates that using inverters with higher
ratings, the proposed method can control the voltages within
their limits even for a very weak load/grid.

B. Different Step-Changed Solar Irradiations for PV Arrays

The sequence of simulation events, which is explained in
Table IV, is similar to the previous one, except that PPV2 = 0,
0.5, 0.25, 1, 0.75 pupv .

Fig. 9. Simulation results of two PV systems of Snom = 1.2 pupv with the
same solar irradiation (a) active power, pu 1-PL , 2-PPV1 , 3-PPV2 , (b) voltage,
pu 1-VL , 2-VPV1 , 3-VPV2 , (c) reactive power, pu, 1-QL , 2-QPV1 , 3-QPV2 ,
and (d) magnitude of inverters apparent power, pupv 1-S1 , 2-S2 .

Simulation results are illustrated in Fig. 11. It can be seen
[see Fig. 11(c)] that when PF = 0.85 (t = 5–6.5 s), unlike the
case with identical solar irradiation [see Fig. 9(c)], the reac-
tive power is not shared in proportion to the rating of the con-
verter (i.e., QPV1 /QPV2 �=3/2). This is simply because PPV2 =
0.75 pupv while PPV1 = 1 pupv ; hence, the second PV converter
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Fig. 10. Simulation results of two PV systems of Snom = 1.5 pupv with the
same solar irradiation (a) voltage, pu 1-VL , 2-VPV1 , 3-VPV2 , and (b) magnitude
of inverters apparent power, pupv 1-S1 , 2-S2 .

TABLE IV
SEQUENCE OF SIMULATION EVENTS FOR DIFFERENT IRRADIATION SCENARIO

(the smaller one) has more capacity to supply Q than the first
PV converter.

It is noted that for the rest of the simulation QPV1 /QPV2 = 3/2.
It means that using this method, the inverters can compensate
for one another if required (and, of course, if it is within its own
limits).

As shown in Fig. 11(b), apart from when PF = 0.85, all
voltages are controlled within their limits. It can be shown that
using PV inverter with higher rating (similar to Fig. 10), VL >
0.94 pu even when PF = 0.85.

C. Different Real Solar Irradiations for PV Arrays

Fig. 12 shows the simulation results of model shown in Fig. 8
(with Snom = 1.2 pupv) while two real profiles of solar irra-
diation [see Fig. 12(a)] are applied to the PV arrays. The both
solar irradiation profiles are measured at the College of Engi-
neering, Swansea University, Swansea, U.K. (at 51.6100 north-
ern latitude and 3.9797 western longitude). The measurements
have been stored for almost one year and two days with largest
variations in solar irradiation have been chosen for this simula-
tion. The first profile is stored on 2/6/2011 and the second on
20/5/2011. The simulation starts with PL = 1 pu [see Fig. 12(b)]
and from t = 300 s, PL reduces to zero in four steps. Fig. 12(c)

Fig. 11. Simulation results of two PV systems of Snom = 1.2 pupv with
different solar irradiation (a) active power, pu 1-PL , 2-PPV1 , 3-PPV2 .
(b) voltage, pu 1-VL , 2-VPV1 , 3-VPV2 , (c) reactive power, pu, 1-QL , 2-QPV1 ,
3-QPV2 , and (d) magnitude of inverters apparent power, pupv 1-S1 , 2-S2 .

Fig. 12. Simulation results of two PV systems of Snom = 1.2 pupv with
real solar irradiation (a) solar irradiation, kW/m2 ,1-PV1, 2-PV2, (b) active
power, pu 1-PL , 2-PPV1 , 3-PPV2 . (c) Voltage, pu 1-VL , 2-VPV1 , 3-VPV2 , and
(d) reactive power, pu 1-QL , 2-QPV1 , 3-QPV2 .
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illustrates that VL , VPV1 , and VPV2 are controlled within their
limits. Fig. 12(d) shows that QPV1 /QPV2 = 3/2 even with real
solar irradiation. It is noted that without the voltage support VL

would drop down to 0.87 pu.

VIII. CONCLUSION

The paper presents a small-signal model for a PV inverter
exchanging reactive power with the grid and investigates its
stability using the model. A simple and yet effective voltage
control using the PV inverter(s) has been proposed and vali-
dated using PSCAD/EMTDC simulations. It has been shown
that the method utilizes all the available capacity of the PV in-
verter (when it is needed) without violating the rating of the
converter and the maximum voltage the inverter’s switching de-
vice can withstand. The method has been validated for multiple
PV arrays and it was shown that (in normal operation) the re-
active power is shared proportional to PV ratings. However, if
the rating of one of the inverters is hit, the other inverter can
generate more reactive power (if the capacity is available) to
support the voltage. The method has been also validated with
real (measured) solar irradiation.
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