






SVM Detailed Analysis 
One of the objectives of this study is to perform a more 
detailed analysis of this corpus using the Support Vector 
Machines classifier. Therefore, classification using 
different kernels was performed. The kernels used included 
radial basis function (RBF), linear kernel, polynomial 
kernel, and the sigmoidal kernel.  

Table 7 – Kernel Method Comparison 

Kernel F-measure 
Normal 

F-measure 
Anomaly 

F-Measure 
W. Avg. 

Linear 0.786 0.756 0.769 
Polynomial N/A N/A N/A 
RBF 0.777 0.764 0.77 
Sigmoidal  0.707 0.685 0.694 

 
Of all these kernels, RBF was the fastest with regards to 
processing time. The slowest kernel to be processed was 
the polynomial kernel which was stopped before 
completion. The results of the classification analysis using 
these different kernels on the Train+ and Test+ datasets 
from the NSL-KDD corpus as can be seen on Table 7. 
Finally, considering performance requirements, the 
analysis was performed using a subset of the 19 top 
features as ranked by information gain. This analysis can 
be seen in the next section.  

Reduced Feature Set 
A test was conducted with a reduced dataset (Train+ and 
Test+ datasets from the NSL-KDD corpus). Computational 
speed is essential in IDS systems that run on routers and 
network appliances with limited memory and processing 
power. A test was conducted using a reduced feature set of 
19 features. The features were selected based on the 
information gain feature ranking. After conducting the 
analysis, the results of the classifier were only 2% lower 
than with the full set. This result is important because it 
shows which features are the most important and that not 
all are needed to maintain relatively good classification 
accuracies.  

Conclusions 
The results of the analysis show that Support Vector 
machines can obtain good classification results with the 
newly expanded NSL-KDD IDS corpus. Additionally, 
feature ranking was performed and the best features were 
identified. The results show that classification with the top 
half of the features obtained results which are almost as 
good as when using the full set of features. After 
conducting the analysis, the results of the classifier were 
only 2% lower than with the full set. Future work 
combining intrusion detection systems and machine 
learning will include the use of sequential methods for 

classification analysis such as with Hidden Markov Models 
(HMMs). HMMs can prove to be very useful for this type 
of analysis because they help to capture knowledge about 
prior states and how this information can help to predict 
future outcomes. Additionally, the study of new specific 
kernels which can be derived automatically will also be 
explored.  
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